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25.	 Issues in robot law and policy
A. Michael Froomkin1

1.	� INTRODUCTION

Robots are, or soon will be, ubiquitous. Already robots can be found on the road, in the air, 
on the sea, in the home or office, in the warehouse, in the hospital, and on the battlefield. As 
robotics improve, we can only expect to see more robots, doing more complicated things. It 
follows that robots will intersect more with people, and with the law, at almost every level and 
subject. The physical instantiation of most robots, the fact that all but pure software robots 
have a body, means that robot legal issues and robot regulation has salience at every level of 
government from the most local to the most international. At least in the United States, most 
robot law either adopts existing law or consists of frequently unanswered questions: vast tracts 
of law are waiting to be decided and written.

It is common to speak of robots as mechanizing the “OODA” (Observe, Orient, Decide, Act) 
Loop, and for current purposes, I will treat as a “robot” any device that is capable of affecting 
the world outside itself in response to some sensed trigger. This is a very broad definition, as 
it encompasses everything from simple devices like a programmable room thermometer that 
changes heating or cooling in response to a temperature measurement, to automated hammers 
that stamp down every time a sensor detects a nail on the assembly line, to complex software-
only program trading algorithms that buy or sell shares in response to market movements, to 
complex military defense systems designed to shoot down incoming missiles.

Many simple robots raise no unusual legal issues. A thermostat may be governed by prod-
uct liability law; the assembly line hammer governed by workplace safety regulations and 
standard tort or workers’ compensation rules, but they each have those rules in common with 
other devices in the home, or on the shop floor. While even simple robots may occasionally 
raise complex issues of fact, normally there are no issues of theory unique to these robots as 
opposed to other neighboring products and devices.

In contrast, as discussed further below, more complicated and interesting robots—not least 
those capable of emergent behavior—do raise difficult and often unsettled legal issues of 
responsibility and liability, of regulatory competence, subsidiarity, and jurisdiction, and a host 
of related ethical issues as to who should be responsible for robot harms, what indeed counts 
as a harm, and whether and when certain types of robots should be restricted or prohibited. 
Many of these complex questions overlap with, or form part of, “AI law” since complex and 
interesting robots commonly are controlled by what we call an artificial intelligence. That 
controlling AI may reside onboard the robot, or it may control the robot remotely. The inter-
nal/external location distinction can be hugely important in robotic design, e.g., for battlefield 
robots designed to operate in the face of enemy attempts to degrade communications, but 

1  Thanks to Caroline Bradley, Benjamin Froomkin, David Froomkin, and to the chapter’s reviewers 
for helpful suggestions.
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commonly the location of the controller is not legally significant—although the location may 
make a legal difference in cases where the external controller is in a different jurisdiction from 
the physical part, or under the control of different persons.

2.	� GENERAL LEGAL STATUS OF ROBOTS

2.1	� Questions of “Personality” and “Robot Rights”

As the law currently stands in the United States and, as far as I know, nearly everywhere 
else, the law treats all robots of every type as chattel. (The sole possible exception is Saudi 
Arabia, which gave “citizenship” to a humanoid robot, Sophia, in 2017. It is hard to see this as 
anything more than a publicity stunt, both because female citizenship in Saudi Arabia comes 
with restrictions that do not seem to apply to Sophia, and because “her” “life” consists of … 
marketing for her Hong-Kong-based creators (Reynolds, 2018).) That is, in the words of Neil 
Richards and William Smart,

Robots are, and for many years will remain, tools. They are sophisticated tools that use complex 
software, to be sure, but no different in essence than a hammer, a power drill, a word processor, a 
web browser, or the braking system in your car. (Richards & Smart, 2016)

It follows that robot personhood (or AI personhood) under law remains a remote prospect, 
and that some lesser form of increased legal protections for robots, beyond those normally 
accorded to chattels in order to protect their owners’ rights, also remain quite unlikely. Indeed, 
barring some game-changing breakthrough in neural networks or some other unforeseen tech-
nology, there seems little prospect that in the next decades machines of any sort will achieve 
the sort of self-awareness and sentience that we commonly associate with a legitimate claim 
to the bundle of rights and respect we organize under the rubric of personhood, although the 
possibility of machine rights has motivated both interesting thought experiments (e.g., Boyle, 
2011) and vivid denunciations (e.g., Birhane & van Dijk, 2022).

There are, however, two different scenarios in which society or policymakers might choose 
to bestow some sort of rights or protections on robots beyond those normally given to chattels. 
The first is that we discover some social utility in the legal fiction that a robot is a person. No 
one, after all, seriously believes that a corporation is an actual person, or indeed that a corpo-
ration is alive or sentient (although Stross, 2018, suggests we think of corporations as “Slow 
AIs”), yet we accept the legal fiction of corporate personhood because it serves interests, 
such as the ability to transact in its own name, and limitation of actual humans’ liability, that 
society—or parts of it—find useful. Although nothing at present suggests similar social gains 
from the legal recognition of robotic personhood (indeed issues of liability and responsibility 
for robot harms need more clarity, not less accountability), conceivably policymakers might 
come to see things differently. In the meantime, it is likely that any need for, say, giving robots 
the power to transact can be achieved through ordinary uses of the corporate form, in which a 
firm might for example be the legal owner of a robot. This has not, however, stopped specula-
tion about how a robot or AI might own itself (Bayern, 2021, 2019; LoPuki, 2018).

Early cases further suggest that US courts are not willing to assign a copyright or a patent 
to a robot or an AI even when it generated the work or design at issue. Here, however, the pri-
mary justification has been straightforward statutory construction, holdings that the relevant 
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US laws only allow intellectual property rights to be granted to persons, and that the legisla-
ture did not intend to include machines within that definition.2 Rules around the world may 
differ. For example, in Commissioner of Patents v. Thaler (2022), an Australian federal court 
ordered an AI’s patent to be recognized by IP Australia. Similarly, a Chinese court found that 
an AI-produced text was deserving of copyright protection under Chinese law (Sawers, 2020). 
The North American literature on these topics is already vast; good starting points are Ryan 
Abbott’s arguments in favor of AI patents (Abbott, 2016) and Annemarie Bridy’s early survey 
of the arguments relating to copyrights (Bridy, 2012); the latter recently triggered a particu-
larly elegant response (Carig & Kerr, 2021). There is also a voluminous EU-based literature 
(e.g., Hugenholtz & Quintais, 2021).

A more plausible scenario for some sort of robot rights begins with the observation that 
human beings tend to anthropomorphize robots. As Kate Darling observes, “Our well-doc-
umented inclination to anthropomorphically relate to animals translates remarkably well to 
robots” (Darling, 2016, p. 223), and ever so much more so to lifelike social robots designed to 
elicit that reaction—even when people know that they are really dealing with a machine (Nass 
& Moon, 2000). Similarly, studies suggest that many people are wired not only to feel more 
empathy toward lifelike robots than to other objects, but that as a result, harm to robots feels 
wrong (Darling, 2016, p. 223). Thus, we might choose to ban the “abuse” of robots (beating, 
torturing) either because it offends people, or because we fear that some persons who abuse 
robots may develop habits of thought or behavior that will carry over into their relationships 
with live people or animals, abuse of which is commonly prohibited. Were we to find empirical 
support for the hypothesis that abuse of lifelike, or perhaps humanlike, robots make abusive 
behavior toward people more likely, that would provide strong grounds for banning some types 
of harms to robots—a correlative to giving robots certain rights against humans (Darling, 2016, 
pp. 226–231). In Hohfeldian terms, if persons have a duty not to harm a robot, then, correla-
tively, the robot has the right not to be harmed by those persons (see Schlag, 2014, pp. 200–203).

2.2	� Legal Issues in Human-Robot Interaction

The human tendency to anthropomorphize robots—and, conversely, the tendency among 
some to place undue faith in technology—can allow robots to become a means to manipulate 
people who interact with robots. The hypotheticals—and most are, for now, just hypotheti-
cals—are legion. Perhaps if people become attached to their robot pets or companions, the 
firms making or running the robots could use this emotional bond to extract payments, e.g., 
for upgrades, from users. Or maybe the robots could be used to sneak ads into the home, in the 
guise of ordinary conversation—a particular worry for robots designed for children. Perhaps 
they will ask questions designed to reveal personal information (Darling, 2016, p. 221). Less 
hypothetical is the observation that people not only tend to anthropomorphize robots, but also 
tend to ascribe gendered characteristics to them based on their functions, as well as to apply 
common social behaviors such as politeness and reciprocity (Nass & Moon, 2000).

The issue of (over) trust gains salience from the reality that some robots are designed to 
collect information about users, such as for medical monitoring, although consent is required 
by the user or their guardian. Others record information about their environment, such as 
cleaning robots assembling floor plans, and then share that information with the company that 

2  See Thaler v. Vidal, 43 F.4th 1207 (Fed. Cir. 2022).
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makes the cleaners (Kaminsky, 2015, discusses the risks with a focus on consent and disclo-
sure issues). We know that some devices that rely on voice recognition have had conversations 
monitored by remote humans without notice to the humans. Indeed, potential robot fakery has 
multiple modes ranging from robots pretending to be people in screen chats to people pretend-
ing to be robots in order to make their product seem more sophisticated, or their advice appear 
scientifically based (Brennan-Marquez, Levy & Susser, 2019). All of these scenarios excite 
some appetite for regulation (see for example Hartzog, 2015), although little has come to pass 
as yet. In some special cases, such as in treatment or fiduciary relationships, these deceptions 
are either illegal or a violation of professional ethics and duties; but in other contexts, while 
immoral they may become actionable fraud only when someone can show injury—and the 
US Supreme Court has suggested in recent cases that privacy harms without some tangible 
monetizable consequences will not support a damages action, even if there is a law providing 
statutory damages.3

Regardless of their underlying legal status, some robots are capable of far more rapid reac-
tions to stimuli than people. That can be extremely valuable, whether adjusting the trim of an 
aircraft, changing cooling settings in a nuclear power plant, or targeting incoming ordinance. 
But as sensors and programming are never perfect, rapid reactions also raise the specter of 
rapid errors, sometimes catastrophic, leading to suggestions that when a robot has the power 
to do significant harm, the law should require a “human in the loop” to reduce the risk of 
unwanted outcomes (Jones, 2015). One risk, however, is that inserting a human into the OODA 
loop will in the most critical cases mean that the system (robot + human) responds to danger 
more slowly, perhaps in some cases too slowly for safety or effectiveness.

Madeline Elish describes another family of risks which she calls “moral crumple zones,” 
in which the human is assigned responsibility, and thus legal liability, without the practical 
means to shoulder it. For example, if the overall system is poorly designed, when a crisis 
occurs the human purportedly in the loop may never have enough time to evaluate the facts 
and make a good decision. A related failure mode becomes likely if the human’s monitoring 
job is ordinarily routine and boring, leading attention to flag, or if the human’s monitoring role 
involves overseeing so many robot tasks simultaneously that real oversight becomes practi-
cally impossible, as in for example a security guard tasked with monitoring a large number of 
security robots (Elish, 2019).

If robots are not legal persons, it follows that a robot cannot be legally responsible for harms 
or crimes that it causes. Ordinarily one would expect robot harms and crimes to be charged to 
someone seen as responsible for the robot’s action. If, however, there is no “human in the loop” 
then who should that be? For civil damages, such as tort, commonly we seek to find the person 
whose actions were the proximate cause, or whose negligence permitted the harm to occur. 
Sometimes that may be clear: someone set the robot’s actions in motion, or someone failed to 
anticipate a foreseeable contingency in the robot’s construction or operation, or someone with 
a heightened duty of care negligently failed to monitor the robot’s actions. Other situations, 
however, will be considerably less clear, and then one may need to resort to more elaborate 
concepts of (sometimes gross) negligence.

Crimes committed by (or is it “via”) robots present additional complexities. It is not hard 
to say that if a person were to program a robot to steal, that person bears criminal liability 
for the theft, just as they would with any other instrumentality. But what if the person owning 

3  See Spokeo, Inc. v. Robins, 578 US 330 (2016).
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or operating the robot lacks mens rea, as in the actual case of the robot programmed to ran-
domly order things online and have them shipped to an art exhibition—which then ordered 
some Ecstasy tablets (Power, 2014). Is mens rea present when the person who set the robot in 
motion neither intended nor foresaw the crime of illegal purchase of narcotics? Sometimes, as 
in the case of the shopping robot, it may be sufficient to say that the person operating the robot 
should have foreseen the action and guarded against it. Sometimes, however, that judgment 
may be quite problematic, especially if the crime is remote in time or probability.

2.3	� Legal Issues from Emergent Behavior

The most interesting, but also most legally difficult, robots may be those designed to learn 
from experience, ideally with relatively little human supervision. Suitably primed robots have 
taught themselves to walk (Wu et al., 2022). As robots interact increasingly with people, they 
will be called upon to take on, and in some cases to learn, increasingly complex tasks that 
cannot be easily specified in advance—or perhaps at all. Increasingly, therefore, designers will 
program robots to learn by doing. While this is flexible and often efficient, it also means that 
robots will inevitably learn to do things in unpredictable ways, and indeed learn to do unpre-
dictable things altogether. This “emergent behavior,” that is, “behavior which is useful but can-
not be anticipated in advance by operators” (Calo, 2014, p. 5) is very much a feature, not a bug,

Both the complexity and the interactivity of robot systems capable of emergent behavior 
create opportunities for injury. In ordinary cases where poor design, poor manufacture, or a 
programming error, causes an automated tool to injure someone or something, it is not dif-
ficult (at least theoretically) to assign moral and legal responsibility. Similarly, in the absence 
of designer/manufacturer/programmer error, if a tool’s operator misuses it in some fashion, 
there too the liability seems clear. And, indeed, modern tort law also has a variety of means 
to share out liability in scenarios in which designer, operator, victim, and even bystander may 
all be partly responsible for a harm.

But what is to be done when the emergent behavior is the result of multiple interactions 
with different people over the course of the robot’s existence? Is it right to blame the designer 
for including a feature that is normally not just benign but may be necessary for the robot to 
learn to undertake complex tasks? Perhaps we should blame the robot’s operator for failure to 
supervise it properly, but the nature of an emergent behavior is that it could manifest without 
warning. We do not at present have any consensus, and indeed little experience, as to how to 
assign liability in the case of injury caused by a robot’s emergent, unexpected, behavior. The 
problem is, however, certain to emerge.

3.	� AUTONOMOUS VEHICLES

3.1	� Robot Cars

Conversely, although we do have extensive experience as to how to assign liability for car 
accidents, and indeed how to regulate cars for safety, this experience turns out not to make 
the project of assigning liability for accidents involving robot cars (aka “self-driving cars” or 
“autonomous vehicles”) as easy as one might hope. Part of the problem is that in the United 
States, the regulation of motor vehicles is shared between national, state, and local entities. 
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The federal National Highway Safety Administration (NHTSA) regulates many aspects of 
motor vehicle safety. NHTSA mandates minimal safety standards, e.g., for crashworthiness. 
It initiates recalls when it finds defects in the car manufacturing process. And it regulates or 
coordinates a number of traffic safety rules. States issue drivers’ licenses, subject to a number 
of federal rules, e.g., about acceptable forms of identification. Most traffic rules, such as speed 
limits (subject to a national cap set by Congress) and parking, are the domain of state govern-
ments, and often localities. Enforcement of traffic laws varies by state, but local police and 
traffic enforcement departments usually do most of it. Robot cars and their users are subject 
to all of these regulatory regimes.

There is also an international aspect to robotic vehicle regulation. The World Forum for 
Harmonization of Vehicle Regulations is an intergovernmental platform, hosted by the United 
Nations Economic Commission for Europe (UNECE), that creates regulatory frameworks for 
the performance and safety of vehicles which it invites member states to adopt. For example, it 
recently extended the maximum recommended speed for land-based vehicles with automated 
lane-keeping systems from 60 km/h to 130 km/hr.4 Transnational issues will also arise when 
users seek to take a self-driving vehicle across national borders (see Smith, 2020).

Many US states have enacted laws designed to encourage the testing and ultimate deploy-
ment of self-driving cars by creating exceptions to rules requiring drivers. Several firms have 
deployed small fleets of cars, some with monitors in the front seat, but also some without 
anyone but the passenger. For example, Cruise introduced a driverless taxi service in parts 
of San Francisco—but it then recalled all its robotaxis in the United States following a crash 
(Wessling, 2022).

These and other experiments raise questions of both social policy and liability law. How 
law and policy will react will depend on how safe self-driving cars prove to be, and even more 
so on how they are unsafe and to whom they are dangerous. Society will benefit if self-driving 
cars prove to be, on average, safer than legacy cars with human drivers, and many have sug-
gested that they should not be allowed to proliferate until this is proven to be the case. But 
even once robot cars clear this bar, we will need to know if the harms from their accidents rep-
licate existing patterns, or if they instead have a tendency to cause a different sort of accident. 
For example, self-driving cars might be more likely than legacy cars to injure other vehicles, 
or swipe bystanders, instead of harming the passengers. Or if, for example, self-driving cars 
were generally more safe but more likely to run over children, that ought to give regulators 
pause (cf. The Dawn Project, 2022). More generally, the issue of how to tune the safety trade-
off between the passengers and others remains to be confronted. Some philosophers have 
suggested that cars should quiz passengers as to their driving preferences, e.g., whether to 
prioritize the safety of people in the car or outside it, or whether to drive quickly or carefully, 
in order to replicate human driving behavior (see, e.g., Millar, 2017; Millar & Kerr, 2016), but 
this seems unlikely to catch on—which is probably just as well.

The safety tradeoff issue captured the popular imagination with Judith Jarvis Thompson’s 
“Trolley Problem” which explores the moral consequences of various actions and inactions by 
positing accidents with different sorts of casualties (Thompson, 1976). Aspects of the Trolley 
Problem were gamified in a website called the “Moral Machine” (Awad et al., 2018) that asked 

4  See World Forum for Harmonization of Vehicle Regulations, Amendment to UN Regulation. 
United Nations: Economic and Social Council. (adopted June 22, 2022). Retrieved from https://unece​
.org​/fileadmin​/DAM​/trans​/main​/wp29​/wp29resolutions​/ECE​-TRANS​-WP29​-1140e​.pdf
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participants to give their views about “moral decisions made by machine intelligence, such as 
self-driving cars.” The site attracted millions of participants from around the world, prompt-
ing a formidable philosophical critique that the “Trolley Problem is precisely the wrong tool” 
for thinking about how automated vehicles should make life or death decisions while driv-
ing: “[T]he Trolley Problem frames the question as if all we need to do is figure out what 
an individual ought to do while driving, and then make that the rule for autonomous vehi-
cles” (Jacques, 2019). Crowdsourcing moral decisions to generate rules, Abby Everett Jacques 
argued, leads to repugnant results based on asking the wrong questions and providing the 
wrong, or vastly incomplete, information for decisions—not to mention that often the infor-
mation provided on the website (e.g., the character or occupations of potential victims) is not 
information that would be available to a driver, whether human or mechanical. Even offer-
ing gross and visible information (baby in stroller vs. elderly victim) confuses an individual 
choice with a morally sensible policy or algorithm. Were we to rule that we must program our 
cars to deprioritize elderly jaywalkers over younger people, for example, that would in effect 
amount to legislating an increased chance of the death penalty for older jaywalkers (Jacques, 
2019, pp. 7–8).

Even if self-driving cars prove safer in every way than legacy cars, for the foreseeable 
future they will still have accidents. (It may also bear mention that the issues of liability and 
compensation for car and other accidents is particularly important in nations like the United 
States that do not have a functioning national health system and have high medical costs, since 
this can greatly increase the amount at stake in any subsequent dispute as to liability.) In the 
meantime, we have driver-assistance, and partially self-driving cars which return control to 
the operator when the onboard guidance system encounters something it cannot recognize 
or deal with. Drivers with “Level 3” conditional driver automation, as defined in the SAE 
International Taxonomy,5 are already notoriously inattentive when the guidance system is in 
control. As the level of automation increases to “Level 4,” high driving automation, and hand-
offs back to passenger control become less frequent, we can reasonably expect that drivers 
will be even less prepared for them. In short, absent judicial or regulatory intervention, driv-
ers who purchase cars that are equipped with anything less than fully autonomous guidance 
systems are at risk of becoming the legal if not moral crumple zone (Goldenfein et al., 2020).

In contrast, if the passengers never have control of a vehicle that causes an accident (nor 
any say in how aggressively it drives), then it would seem absurd to make them in effect the 
insurer of the robot car’s truly responsible party or parties. In the absence of an intentional 
harm, we commonly seek to put liability on the “least cost avoider” for an accident—the party 
who might have prevented it at the lowest social cost. Doing so, economic theory teaches, is 
most likely to align incentives to prevent accidents without creating too great a disincentive 
to undertake activities that might cause harms. Who, then, is the least cost avoider for an 
accident caused by a fully autonomous vehicle? Most likely it is its maker: the maker made 
the hardware and either created or chose the software running the vehicle, and thus is best 
positioned to choose how much to invest in testing and safety features. One thus would expect 
that the maker of a vehicle, or perhaps the provider of a taxi service (since they are free to 
choose what kind of robot taxi to acquire and provide), should become the holder of liability.

5  See J3016C Taxonomy and Definitions for Terms Related to Driving Automation Systems for 
On-Road Motor Vehicles. SAE International. (April 30, 2021).
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Yet, this is not clearly the answer to the liability question, at least not in the United States. 
In the absence of legislation changing the tort law defaults, how the United States determines 
liability for self-driving cars—and probably many other sorts of robots also—will likely turn 
initially on whether the robot presents as a product or a service.

If the robot presents as a service, e.g., a taxi or other on-demand arrangement, then ordinary 
rules of negligence will apply to the consumer’s liability since the consumer is not the pur-
chaser of the product; the service provider may be subject to product liability law as described 
below. That said, even for consumers, complexities abound as to whose negligence is at issue 
and against what standard of care it would be measured. For example, a robocar might be con-
sidered a product when sold. But if the software operating it were sold sufficiently separately, 
and continually updated, that software running the robocar would arguably be a separate 
service; on the other hand, if there is only one software choice for a given brand or model of 
robocar, then there would also be a good argument that the two are sufficiently inextricably 
bound, and the hardware predominates in the overall transaction, and thus the software would 
be lumped in as a product too.

If end-users buy (or long-term lease) their vehicle, software included, as the majority of US 
drivers currently do, then US law presumably will apply product liability law to all of it. If 
there is a manufacturing defect, where due to some factory error the product diverged from the 
intended design, then the states are uniform in following the Restatement (Second) Of Torts § 
402A (1965),6 and placing joint and several liability on the manufacturer and all the parties in 
the chain of sale to the end-user. If, however, the manufacturer produced the autonomous vehi-
cle according to plan but there is an underlying design defect, the states are far from uniform 
as to whether a negligence or a strict-liability-like standard applies, and thus also not uniform 
as to the showings a victim, be it the end-user or a third party, must make in order to recover 
damages from the manufacturer.

Under the Restatement 2d of Torts, as amended in the 1960s and then developed in a series 
of court decisions during the next decades, the majority rule for design defects became the 
“consumer expectations test” which makes the seller of a product liable if the product is in a 
defective condition unreasonably dangerous to the consumer.7 The trier of fact can infer the 
existence of a design defect if the product fails to meet the reasonable expectations of con-
sumers. Thus, even where there is no evidence, direct or circumstantial, available to prove 
exactly what sort of manufacturing flaw existed, a plaintiff may establish her right to recover 
by proving that the product did not perform in keeping with the reasonable expectations of the 
user; for this reason and others, the consumer expectations test engenders critique (see Owen 
& Davis, 2020, at § 5:16).

A product falls beneath consumer expectations when the product fails under conditions 
concerning which an average consumer of that product could have fairly definite expectations, 
which makes it in effect a strict liability rule once that line is crossed. Importantly, however, 
the consumer expectations test does not apply where technical and mechanical defects are 

6  See Restatement (Second) Of Torts § 402A (1965).
7  Section § 402A states that anyone “who sells any product in a defective condition unreasonably 

dangerous to the user or consumer” is strictly liable for the damages. Id. Comment i defined “unrea-
sonably dangerous” as being dangerous “beyond that which would be contemplated by the ordinary 
consumer who purchases it.” Id. at cmt. i, The modern test is sometimes traced to a deeply influential 
article, John Wade, On the Nature of Strict Tort Liability for Products, 44 Miss. L.J. 825, 837–838 
(1973) (sixth factor of multi-factor test).

A. Michael Froomkin - 9781803921327
Downloaded from https://www.elgaronline.com/ at 11/06/2024 09:39:45PM

via University of Miami, Law Library



416  Research handbook on law and technology﻿﻿

alleged which require an understanding of precise behaviors of obscure components of prod-
ucts under complex circumstances of a particular accident.8 Exactly when robots move from 
machines with technical and obscure parts to devices as commonplace as cars, microwaves, 
or refrigerators, is an evolving and as yet largely unexplored question. Roombas are ubiquitous 
and surely fall into the ordinary consumer product category, as do perhaps hobby drones and 
robotic pets—but would the control software for a fully self-driving car, as opposed to a Tesla 
with Level 3 driver assistance? Or is the answer that Tessla might be estopped from arguing a 
lack of consumer expectations due to advertising the excellence of the software?

For many years, critics of the “consumer expectation” test objected that plaintiffs could 
prevail without showing flaws in the design, and had no obligation to present a reasonable 
alternative design. Instead, if the defense wants to argue there was no better practical design, it 
bears the burden of production on this issue once the plaintiff has made a prima facie case on 
what consumers would expect. In response, the more recent Restatement 3d of Torts: Product 
Liability § 2 takes a very different view of how design defect claims and defenses should 
work. It abolishes the “consumer expectation” test and replaces it with a “risk-utility” test (see 
Twerski & Henderson, 2009). Under this test, to prevail the plaintiff must show that the risk of 
the design exceeded its value; commonly the only way to do this is to proffer a safer alternate 
design that is not (substantially) more expensive to produce and which would not have caused, 
or greatly reduced the chance of, the harm.

Since the defendant has all the information about how the robot was designed and made, 
it will be hard for most plaintiffs to meet this burden. In most cases, it will require expensive 
experts, which makes it much harder to bring cases, and may require juries to hear very 
technical evidence. Critics of the 3d Restatement, including a substantial number of state 
supreme courts that have decided not to adopt this provision of the Restatement 3d, agree 
that it moves the liability standard away from strict liability by focusing on the foreseeability 
of the risk of harm, including a cost-benefit analysis. “Rather than focusing on the design of 
the product, it focuses on the conduct of the manufacturer” (see generally Owen & Davis, 
2020, at §§ 5.6, 5.7).9

Thus, at present, liability in the United States for many robot-caused injuries presents up to 
three levels of ambiguity: 1) whether the robot presents as a product or service; 2) whether the 
type of robot or the relevant part of it is an ordinary consumer product about which consum-
ers have grounded expectations; 3) whether the state whose law applies uses Restatement 2d 
strict liability for design defects or Restatement 3d more negligence-like principles. Liability 
may fall out differently in civil law regimes. For example, one analysis suggests that despite 
the EU Directive establishing strict liability for makers of defective products ((EU) Council 
Directive No. 85/374/EEC of July 25, 1985), in Germany the primary liability in practice will 
fall on the “keeper” of the vehicle due to the difficulty of proving fault against manufacturers 
(Ebers, 2022).

As states are likely to be anything but uniform in their answers to these questions, the 
robot accident liability issue seems ripe for a uniform national solution, ideally one that would 
reduce the substantial costs of litigating each of these issues in every state. This might involve 
legislation, or even a national robot regulator (Calo, 2014) but in some industries such as self-
driving cars might also have a partial de facto solution if manufacturers choose to bundle 

8  See Soule v. Gen. Motors Corp., 882 P.2d 298, 305 (Cal. 1994).
9  See Aubin v. Union Carbide Corp., 177 So. 3d 489, 506 (Fla. 2015).
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car insurance for passengers into every sale in order to trumpet the safety of their product. 
Examples of the extensive writing on insurance issues include Templeton (2020), Geistefeld 
(2017), and Lior (2022).

In this vein, Kenneth Abraham and Robert Ravin argue powerfully that autonomous vehi-
cles present a chance to move away from old tort paradigms for car accidents, and move to an 
administrative compensation scheme (Abraham & Rabin, 2019). It would be interesting to see 
how far this might be generalized to other robot-related accidents.

3.2	� Drones (UAVs)

Unmanned aerial vehicles (UAVs, or more colloquially, drones) are either remote-controlled 
or autonomous vehicles, and thus potentially candidates for a similar liability regime to ter-
restrial vehicles, but before taking to the air they must navigate a substantially different reg-
ulatory regime. First, the national regulator, the Federal Aviation Administration, has sole 
regulatory powers over “navigable airspace” (Dolan & Thompson II, 2013, at 2), although at 
times the FAA has suggested it has regulatory authority over all airspace.10 Second, the FAA 
has some concurrent authority with states for lower altitude flights, and it has not been shy 
about using it. Consequently, there is already a detailed set of national rules that drone manu-
facturers must follow to sell their products, and also significant rules for both commercial 
and hobbyist use of drones. The FAA’s primary concern has been safety, which it defines to 
mean that drones should not cause physical injury, should not interfere with flight operations, 
should not intrude into airspace defined as security areas (e.g., most of Washington, DC), 
and should carry identifying marks such that if a drone is misused, not least for terrorism, it 
should be possible to identify the owner. By mid-2021, users had registered well over a million 
recreational drones with the FAA (NCSL, 2021). The FAA has also been very cautious about 
allowing commercial drone companies to operate delivery drones outside the line of sight of 
the operator, although trials of more relaxed rules are in progress.

Because they carry cameras into spaces people are accustomed to think of as private, rang-
ing from remote wilderness to right outside windows on high floors of apartment buildings, 
drones create new privacy threats. Thomasen, 2018, suggests that drone regulation should be 
considered via a feminist lens. Indeed, there is extensive anecdotal evidence to support the 
claim that men use drones to spy on women much more than the reverse.

Despite academic calls to consider privacy harms (e.g., Froomkin & Colangelo, 2020; 
Froomkin, Arencibia & Colangelo-Trenner, 2022), the FAA does not see its mission as extend-
ing to the ways in which drones can intrude on the personal privacy of those overflown.11 
Drone trespassing and drone-enabled spying, voyeurism, and stalking are thus primarily an 
issue of state tort and, increasingly, statutory law. The trespass issue is complicated by uncer-
tainty in most states as to the extent of the “vertical curtilage” and to what extent if any 
airspace above private property below the 400-foot line may be open to drone flights. As to 
spying, although torts such as intrusion upon seclusion are actionable nationwide, they remain 

10  See FAA. (2018, July 20). FAA Statement-Federal vs Local Drone Authority. United States 
Department of Transportation. Retrieved from https://www​.faa​.gov​/newsroom​/faa​-statement​-federal​-vs​
-local​-drone​-authority.

11  See FAA. (2019, December 31). Remote Identification of Unmanned Aircraft Systems. Federal 
Aviation Administration.
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exotic and rare claims, and damages can be very hard to monetize—without which there is no 
claim. Several states have legislated special protections against overflights for favored indus-
tries, sporting events, or police stations (Skorup, 2022); several more have enacted various 
limits on surveillance via drone by state and local law enforcement, although similar limits 
usually do not apply to manned vehicles such as helicopters and airplanes (McNeal, 2014). A 
few states have also legislated bans or limits on overflights of private property (Skorup, 2022, 
pp. 163–164). The extent to which landowners may engage in self-defense against drone over-
flights also remains largely untested (see Froomkin & Colangelo, 2015).

Just as robots intrude into formerly private spaces, they also challenge our conception of 
what is public space and how one should regulate it. May terrestrial delivery robots use the 
sidewalk? May often small and slow delivery robots go on the road where there is no sidewalk? 
If they are UAVs, may they overfly streets, or private property? More generally, the combina-
tion of enhanced delivery services with on-demand robotic transport likely will enable and 
perhaps necessitate a rethinking of many zoning and urban planning rules. Discussions of the 
complexities include Marks, 2019, Thomasen, 2020, Woo, Whittington and Arkin, 2020, and 
Gilbert and Dobbe, 2021.

3.3	� Autonomous Vehicles at Sea

At present, the place where autonomous vehicles may have the freest rein is likely the ocean. 
Although weather and sea present challenges absent on paved roads or in airspace on a clear 
day, generally speaking there are fewer obstacles to maneuver around, and, at least away from 
ports and coastlines, the chance of running into another vehicle or a person is relatively low. 
Numerous trials of both civilian and military, and more or less autonomous, surface and sub-
surface robotic vessels are underway.

One difficulty, however, is that the current international regime governing ships at sea 
assumes that “vessels” are ships with persons aboard. Vessels that fly the flag of their nation 
of registration enjoy many legal protections; indeed, to seize a manned vessel against the will 
of its crew is one of the oldest and universal international crimes—piracy. A self-propelled, 
self-guided, fully-functioning robotic ship with no one aboard does not fit either the classical 
definition of a “vessel” nor that of the United Nations Convention of the Law of the Sea Article 
94, which presumes that a ship carries a “master and officers” (Brett, 2022). Indeed, some 
might suggest that it more closely fits the definition of “salvage”—property abandoned at sea 
and thus in theory available for any finder to acquire and keep. Undersea drones raise addi-
tional complexities, including potential privacy issues if they surveil passing ships or undersea 
installations (Brett, 2019). While unmanned vehicles may have relatively clear sailing on the 
seas, the legal regime governing sea-based robotic ships and drones will remain needlessly 
turbulent until maritime law is updated by international agreement (Brett, 2022).

4.	� BATTLEFIELD ROBOTS (LAWS)

There is another, even more consequential, area where the governing law is at least as much 
international as national: the battlefield. On the one hand, the prospect of having robots fight-
ing promises to reduce military casualties for those deploying the robots. On the other hand, 
reliance on so-called “killer robots” might make decision-makers more willing to engage 
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in hostilities as reliance on robots would reduce risks to human troops. Either way, warbots 
raise difficult practical and legal issues relating to dangers to civilians, with opinions divided 
on whether they would be safer (Arkin, 2010 and, very optimistically, Lewis, 2020) or more 
dangerous (Jenks & Liivoja, 2018) for bystanders.

Whether and how there can be “human in the loop” control is a critical question for military 
robots, as robots with autonomous capabilities, also known as Lethal Autonomous Weapons 
Systems (LAWS), create a tension with the doctrine of command responsibility that is funda-
mental to the modern laws of armed combat (LOAC) (Schwarz, 2018). For almost 70 years, 
if not more, it has been a cornerstone of both US and international law that an officer’s, and 
indeed, every combatant’s, responsibility for war crimes cannot be disclaimed by saying “I 
was just following orders.” The duty to not commit war crimes, e.g., by causing militarily dis-
proportionate harm to civilians, is uniquely personal and may indeed require violating orders 
in extreme cases. On the other hand, a commander is usually not held responsible for things s/
he could not control except perhaps if it was highly foreseeable and could have been prevented.

LAWS implicate command responsibility because they are so fast, and because they have 
“black box” elements that the people using them—often soldiers, sailors, airmen, or marines 
who may not have high rank—may not understand. Indeed officers may not understand or be 
able to control them either, and this undermines a duty that military officers commonly see as 
moral as well as legal.

Some scholars argue that LAWS are per se illegal under international law, either under 
Article 36 of the Additional Protocol I (1977) of the 1949 Geneva Convention (see Press, 2017, 
pp. 1345–1347 for a summary) or, even more controversially, under the Martens Clause in 
the 1899 Hague Convention (II) (Asaro, 2016b); others have proposed various national and 
international civil remedies for harms from autonomous weapons (e.g., Crootof, 2016, 2018). 
Several international and national NGOs banded together in 2013 to form an international 
“Campaign to Stop Killer Robots,”12 a plea which has been endorsed by more than 20 coun-
tries, although by none of the major world military powers. The campaign has not stopped 
investment in robotic and autonomous military technology, although it should be noted that 
the US Department of Defense has also produced high-minded, if perhaps not completely 
constraining, “AI Principles: Recommendations on the Ethical Use of Artificial Intelligence” 
(US Dept. of Defense, 2019).

5.	� POLICE ROBOTS (“ROBOCOPS”)

“What develops first in the military often finds its way to domestic policing” (Joh, 2016, p. 
528). Advances in military technology regularly filter back to the civilian economy, either 
directly or via laws that allow the US Defense Department to transfer military hardware to 
local law enforcement agencies (Dansby, 2020). Robotic policing (“robocops”) could have 
either appealing or horrifying implementations. In the appealing vision, mechanizing some 
policing functions would remove undesirable features of current policing practices. In the-
ory, robocops could be programmed to treat like cases alike, to act consistently with eve-
ryone regardless of race and regardless of which robot is doing the policing. Human police 
will be safer; for example, since robots are not people, they could be sent into dangerous 

12  The group’s homepage is https://www​.stopkillerrobots​.org/.
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situations, such as hostage-takings, or active shooters in schools and public places, in which 
they could collect information and engage in negotiations—and perhaps attempt to subdue 
suspects—without risk to police officers. Although robocops might be built to carry firearms 
or less-lethal tasers, they also could be limited to non-lethal force, although if the robot were 
designed to subdue armed suspects that would create a very substantial design, and if at all 
autonomous, programming challenge. And since robots can be set to record everything they 
do, audits will be easier and, in principle implementation of rule changes will be easier (just 
change the programming!) and instantly ubiquitous.

But the reality does not, and in the foreseeable future is unlikely to, even come close to this 
idyllic vision: as legal scholars have demonstrated, police departments are buying expensive 
robot and AI technologies that do not work as advertised, rely on databases that replicate or 
exacerbate existing biases due to reliance on “dirty data” (Richardson, Schultz & Crawford, 
2019), impose sometimes invisible surveillance on citizens—usually against communities 
that already suffer from over-policing (Joh, 2016, 2022)—and can lead to what Elizabeth 
Joh has called “unexpected consequences,” distorting the practice of policing (Joh, 2022). 
Furthermore, to the extent that robot selection and deployment decisions are made via pro-
curement, they avoid structures designed to give citizens the right to seek judicial review of 
administrative regulations, including, often, systemic policing policies. These issues tend to be 
explored in the context of AI (see, e.g., Huq, 2020; Mulligan & Bamberger, 2019; Conglianese 
& Lehr, 2017), but they are equally applicable to robots, and not just because any but the sim-
plest robotic policing system will rely on an AI to function.

As Peter Asaro notes, policing involves many discrete activities. Just a simple stop-and-
frisk can be divided into: 1) profiling, detecting signs of possible illegal activity and choosing 
who to investigate or stop-and-frisk); 2) implementation, doing the stop-and-frisk including 
deciding if there is a legal violation worthy of an arrest or citation; 3) “justice,” that is review, 
auditing, charging decisions, and in some cases trials. Each of these stages requires an algo-
rithm, relevant data, and a feedback loop, which may involve a human in the loop during 
the stop-and-frisk and/or subsequent incorporation of new data from the encounter into the 
underlying database (Asaro, 2016c).

In fact, none of these activities are easy to mechanize except perhaps the recording/sur-
veillance/detection function. First, there are physical and mechanical issues with designing a 
robot capable of safely frisking the wide variety of sizes and shapes of persons ranging from 
children, to very large people, to people with medical conditions requiring casts, wheelchairs, 
or connected medical devices—and capable of restraining them with proportionate force if 
needed. Second, and even more difficult, is the programming problem involved in enforcing 
even a very simple statute.

As an interdisciplinary group of engineers and lawyers demonstrated with a simple experi-
ment, coding enforcement of even a simple speed limit is a surprisingly difficult problem that 
requires extensive interpretation of the legal rules by the coders, including judgments as to 
whether their goal is to enforce the law on the books, what they take to be the intent of the law 
on the books, or the law in action as they understand it (Shay et al., 2016b). The problems only 
get worse if one tries to automate more complicated aspects of law enforcement, especially 
areas where subjective judgments regarding large numbers of factors (what exactly is “suspi-
cious activity”) may be needed (Shay et al., 2016a).

Further, existing US law likely—but it is too early to say “certainly”—constrains robotic 
law enforcement in various ways. Some sense-enhanced detection technologies that one might 
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wish to deploy on a robot may amount to an unconstitutional warrantless search if the tech-
nology is not in common use (see Kyllo v. United States, 533 US 27 (2001))—unless the fact 
that the detector is applied to targets in public places allows the courts to find that the con-
traband or other matter detected was effectively as exposed as if in plain sight. Similarly, at 
present, US legal doctrine justifies a number of exceptions to the ban on warrantless searches 
of persons and of the interior of vehicles on the grounds that police need to assure themselves 
that a person being stopped for questioning has no weapons that could be used to harm the 
officer. That safety justification for a large number of pat-downs and searches might vanish if 
the search is conducted by a machine rather than a person. In addition, if robotic cars meticu-
lously follow traffic laws, the minor-violation justification for most stops and searches of cars 
may also vanish. Many other issues that are reasonably settled for human law enforcement, 
such as what constitutes reasonable force, will also be open to re-examination when the actor 
is a robot (Simmons, 2020).

Early returns on robotic policing are not encouraging. In 1996, Dallas police strapped a 
bomb to a robot and used it to blow up a person who had barricaded himself second floor 
of a building after killing five police officers and wounding seven others (Peterson, 2016). 
More recently, in 2021, the New York police department leased a robotic dog from Boston 
Dynamics, and touted Digidog’s ability to “save lives.” However, deployment in a public hous-
ing building spurred claims that it symbolized overly aggressive policing of poor communi-
ties, and the NYPD terminated its contract (Zaveri, 2021)—only to welcome robotic dogs 
back early in 2023 (Rubenstein, 2023).

There seems to be some tension between the literature that focuses on the human ten-
dency to anthropomorphize and trust robots, and the strong reaction against some kinds of 
robot policing. On the other hand, we have not yet encountered much in the way of robots as 
criminal instrumentalities. Were robots to become the tool of choice for, say, bank robbery, 
one might reasonably expect that the public might accept, or even demand, anti-robot robotic 
police.

6.	� ROBOTS AND EMPLOYMENT

If robots do not kill us, perhaps they will just take our jobs. The plethora of tasks that robots 
(and AIs) seem likely to be capable of—ranging from construction and warehouse work to 
driving trucks to highly skilled jobs in the financial, legal, and medical worlds—inevitably 
raises concerns about the possibility that robots will displace workers on a large scale. Indeed, 
there is evidence from around the world that firms seek to replace workers—not just industrial 
and retail workers but also professionals when possible—with robots since they can work 
24/7, can all be taught new behaviors simultaneously, are resistant to pandemics (although 
vulnerable to their own kind of virus), and do not go on strike.

Acemoglu and Restropo (2020) estimated that in the US one more reprogrammable industrial 
“robot per thousand workers reduces the aggregate employment-to-population ratio by about 
0.2 percentage points and wages by about 0.42%” nationally, but in the area where the robot is 
deployed the employment-to-population ratio declines 0.77% and wages decline 0.77%. Every 
robot added to a commuting zone (a geographic areas used for economic analysis) reduces 
employment by six workers in that area. The study’s authors speculate that future effects will 
be larger as industry uses more robots. Meanwhile, Acemoglu, LeLarge and Restrepo (2020) 
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used French data to suggest that “firms adopting automation technologies reduce their costs 
and may expand at the expense of their competitors.” Will there be a race to the bottom as 
firms vie not to be eliminated for being the last to replace their workers with robots?

There is at present no consensus as to whether the increasing use of robots (and AI) will 
cause substantial permanent unemployment, or just a significant but temporary effect due to 
skill mismatch. Even a “temporary” effect might be generational and severe, not just among 
industrial workers but also among other potentially replaceable lower-skilled workers, such 
as (in the United States) the approximately 1 million truckers who have few transferrable 
skills and the circa 10 million cashiers, retail salespersons, and first-line retail supervisors 
(Anderson, 2020). Many of the workers who are not displaced, including many in white-collar 
professions, may find themselves subjected to robot-administered monitoring and supervision 
where every action is tallied in search of maximum productivity (Kantor & Sundaram, 2022; 
Dzieza, 2020; Harwell, 2021).

Robots require capital expenditures, changing the ratio of capital to labor; with fewer work-
ers, the productivity rates of those who remain employed should increase. But capital cost is 
sensitive to macroeconomic factors such as interest rates, and to legal factors; among the legal 
factors are changes in worker protection (increases make robots seem more attractive), and 
tax law. There has been substantial scholarly attention to tax issues as they affect the deci-
sion to invest in robots, and also as to whether tax policy might be used to protect some jobs 
from robot displacement. For example, because wages are not deductible expenses, but capital 
investment in machinery is either a deductible cost or creates a depreciable asset, researchers 
suggest that the tax system creates an incentive to replace labor with capital, as does the legal 
obligation to make unemployment insurance and other payments for human workers—but not 
for robots (e.g., Abbot & Bogenschneider, 2018; Kovacev, 2020). And some, including some 
members of the European Parliament, have proposed a robot tax in order both to discour-
age that substitution and to create a fund that would help displaced workers, although the 
Parliament did not take up the proposal (Reuters, 2017). So far, the idea has foundered on the 
fear of discouraging innovation and the difficulty of measuring or defining what number or 
fraction of jobs a given machine has displaced. Proposals to tax robots generally also will run 
into issues of defining what would be a taxable robot, and how to decide what level of taxation 
per robot would be appropriate.

The public has begun to take note of the employment threat that robots may present, 
although so far robots tend to be more unpopular in nations with higher inequality (Shoss & 
Cirlante, 2022). The academic debate, however, is overshadowed by an awareness that claims 
about the job-destroying effects of automation were prevalent in the 1960s—and proved 
utterly unfounded (Jaffe & Froomkin, 1968). Is this time different?

7.	� CONCLUSION

One thing that is clearly not different this time is that every major new technology—be it 
electricity, railroads, the Internet, or robots—creates new sets of ethical, legal, and social 
problems. Currently we are only in the early days of roboticization: the quality, quantity, and 
variety of robots are each poised for rapid growth. This creates important and necessary work 
for legislators, regulatory authorities, judges, standards-makers, and academics who seek to 
maximize the benefits of robots while minimizing the harms. This brief survey, itself only 
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a snapshot in time, leaves out much, but even so it demonstrates that the tasks before us are 
deeply consequential.

New technologies also sometimes create opportunities for change in fundamental social 
arrangements. The roboticization of work, for example, offers the hope of freedom from dan-
gers and drudgery, but could in some scenarios open the door to mass unemployment and 
immiseration. LAWS tantalize with the prospect of reducing human military casualties, but 
also present clear dangers of attenuation of command responsibility, civilian carnage, and that 
the prospect of war where aggressors suffer few casualties may prove too tempting to some. 
The odds that robots will become our masters in the foreseeable future seem negligible, but it 
is anything but inevitable that all robots-inspired changes will be benign, or that we will use 
robots to humanity’s best advantage. The challenges for lawyers, policymakers, ethicists, and 
indeed everyone, are upon us.
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