






2019] WHEN AIS OUTPERFORM DOCTORS 83

utilitarian-based ethics may support the need for a human-centered approach to
medicine.

27 9

B. Should We Trust the Private Sector to Solve the Problem?

A common answer, at least in the United States, to problems that have
both an economic and legal component is that we should let the market decide.
Proponents of market solutions tend to argue that the market should be seen as the
default and that any claim for government intervention must be justified by the
existence of a (significant) market failure.280 These arguments ring somewhat
hollow in the context of the U.S. health-care market, an arena in which the market
is notoriously dysfunctional due to issues on both the demand side (patients are not
able to shop well due to pricing and quality opacity281 plus bounded rationality,282

and even more so when the patient is ill or unconscious) and the supply side (local
monopolies,283 distortions caused by our payment and insurance rules).284

ML systems that displace doctors will add an additional market
imperfection to the pile. We have suggested that, left to operate in the market such
as it currently is, there is a danger that effective ML diagnostic systems will create
conditions in which doctors no longer get the training and experience that they
need to become expert enough to create high-quality training data.285 It is as if
physicians today, by learning on the job, are creating a positive externality:
acquiring the skill and judgment needed to create great training data.286 The

279. See generally Jharna Mandal, Dinoop Korol Ponnambath & Subhash
Chandra Parijal, Utilitarian and Deontological Ethics in Medicine, 6 TROPICAL

PARASITOLOGY 5 (2016), doi: 10.4103/2229-5070.175024.
280. See GREGORY MANKIW, PRINCIPLES OF ECONOMICS 12 (8th ed. 2016) ("There

are two broad rationales for a government to intervene in the economy and change the
allocation of resources that people would choose on their own: to promote efficiency or to
promote equality.... Economists use the term market failure to refer to a situation in which
the market on its own fails to produce an efficient allocation of resources.").

281. Stephen R. Latham, Richard Epstein on Healthcare, 19 QUINNIPIAC L. REv.
727, 733-34 (2000) ("Healthcare markets suffer from a number of imperfections that
virtually assure that a series of completed voluntary transactions will not maximize social
utility. For example: demand for health services is irregular and unpredictable; uncertainty
as to the quality and efficacy of proposed medical treatments plagues both the demand and
the supply side, and is not resolved by post-treatment observation of outcomes; the
pervasive use of insurance creates risks of moral hazard; and even without insurance there
are ineradicable agency problems in the patient-doctor relationship."); see also Abigail R.
Moncrieff, The Individual Mandate as Healthcare Regulation: What the Obama
Administration Should Have Said in NFIB v. Sebelius, 39 AM. J.L. & MED 539, 544-47
(2013).

282. See, e.g., Daniel Young, Curing What Ails Us: How the Lessons of
Behavioral Economics Can Improve Health Care Markets, 30 YALE L. & POL'Y REv. 461,
468 (2012).

283. See, e.g., Clark C. Havighurst & Barak D. Richman, The Provider Monopoly
Problem in Health Care, 89 OR. L. REv. 847, 848 (2011).

284. See, e.g., Moncrieff, supra note 281, at 562.
285. See supra Part 11.
286. We are indebted to Andres Sawicki for this analogy.
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introduction of the ML system removes the opportunity for gaining this experience
and in time removes the replacement supply of doctors in the effected specialty,
thus removing the occasion for the positive externality's production (or, if you
prefer, the ML system is causing a negative externality of its own).287

Of course, the classic answer to an externality problem is to internalize it.
And it could be argued that in the case of ML systems the internalization comes
built-in: the firms that want to market next-generation ML systems will have all
the incentive needed to ensure that they have a stable of well-qualified physicians
able to create training data whenever it is required.

We are not prepared to say this could never happen; it is theoretically
possible. However, we are quite skeptical that it would actually happen for a
number of reasons. In order for the market to overcome the effects we have
described one must believe all of the following things strongly enough to base
public-health policy on them (in order of decreasing plausibility):

ML-system providers will have large enough income streams to keep a
significant number of doctors on staff full- or part-time. Firms will do so
despite the fact that the pace of technical change is notoriously unpredictable
and it might be years between generations of sensors that would necessitate a
new set of training data.288

* ML-system providers will find a way to train their doctors other than having
them diagnose patients in a world where both patients and healthcare
providers prefer the machine. Firms could, for example, ask their staff doctors
to shadow machines and compare their diagnoses to the ML systems'
diagnoses.

* Persons attracted to the practice of medicine will find this work, which does
have long-run benefits to society, sufficiently interesting and fulfilling to
choose it over medicine with more immediate and tangible benefits to
patients.

289

* What is more, those persons will be doctors of comparable quality and, in
time, experience to the doctors currently relied on for training data.290 (Recall

287. Medicine is not known for dealing well with externalities. Consider, for
example, how the over-use of antibiotics has contributed to the evolution of antibiotic-
resistant bacteria.

288. For example, the average life-span of an MRI scanner exceeds 11 years. See
Average MRI Scanner Nearing Adolescence, DIAGNOSTIC IMAGING (Feb. 5, 2014),
http://www.diagnosticimaging.com/mri/average-mri-scanner-nearing-adolescence (stating
average age in 2013 was 11.4 years).

289. For evidence that medical students are already avoiding radiology due to the
fear of displacement by Al, see Bo Gong et al., supra note 203.

290. For one suggestive account of how this goes wrong, see Beane, supra note 9
at 1. Beane's ethnographic study found that the introduction of robotic surgery gravely
harmed the training of new surgeons:

[R]obotic surgery greatly limited trainees' role in the work, making
approved methods ineffective. Learning surgery in this context required
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the GIGO principle-unless the training data are of high quality, the ML
system's diagnoses cannot be.)

To trust in the market solution, one needs to believe all these things and to believe
them strongly enough to gamble public health on them.

C. Possible Technical and Economic Changes

We could attempt to engineer the national health system to enjoy as much
of the benefit of ML's enhanced diagnostic abilities as possible without falling into
the trap of monoculture or an over-reliance on ML. Depending on their nature,
technical changes can be required by law, by the imposition of agreed standards, or
self-imposed in response to ethical or market concerns.

1. Create a Control Group?

A potential technical solution would be to divide the population into two
groups. One group would receive ML-informed care, while the other group, the
control, would not. This is likely a non-starter if one is convinced that ML is better
than physicians, because the control group would then be getting substandard care.
The ethical and legal difficulties are complex.2 91

Beyond ethical questions are the practical concerns: running a very large
control group would be highly impractical. Not only would it be difficult to decide
how big the control group needed to be, but it would be equally challenging to
decide how long the experiment needed to run before we reach conclusive
results.292 For most ML systems, there is at present no obvious point beyond which
we can safely say that if the problems we have identified have yet to manifest we
are likely in the clear forever.293 Conversely, there is no extant standard by which
we can decide the ML is so good that the problems we highlighted above are no
longer a concern.

294

Yet, without a control group, relying on human physicians to spot and
correct an ML system's errors or especially failures to improve is perilous because
the human doctors may not have anything to compare to in order to help them
notice. If competing firms have equal access to the entire database, or have access
to separate databases that are roughly equal in size and quality, competition might
supply the needed monitoring. Unfortunately, for reasons discussed below, access

what I call "shadow learning": an interconnected set of norm- and
policy-challenging practices enacted extensively, opportunistically, and
in relative isolation that allowed only a minority of robotic surgical
trainees to come to competence.

Id.
291. See generally CHARLOTTE LEVY, THE HUMAN BODY AND THE LAW: LEGAL &

ETHICAL CONSIDERATIONS IN HUMAN EXPERIMENTATION (1975).
292. See Kenneth Jung, Nigam H. Shah, Implications of Non-Stationariy on

Predictive Modeling Using EHRs, 58 J. BIOMED. INFORMATICS 168, 174 (2015),
doi: 10.1016/j.jbi.2015.10.006.

293. See id.
294. See id.
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to data may prove to be a substantial barrier to entry unless the law changes in
some way.

295

2. Require a "Red Team" and a "Blue Team"?

A slightly less bad variant on the control-group solution might be to
divide the population into two or more groups, each of which would be separate
for database purposes, and have the different groups' data be used by different ML
systems. Thus, in effect, we have Dr. Abdul Watson, Dr. Betty Watson, and Dr.
Chia Watson and so on, each using a different population's data to shape their
advice. Every so often-how often? and how?-they would have a virtual medical
conference in which they exchange their "best ideas" (or would that be their most
telling data?) and in effect upgrade each other's diagnostic suggestions. This seems
a poor solution because in the usual case an ML system's accuracy is positively
correlated with the size of the database.29 6 It follows that splitting the database into

shards creates a risk of sub-optimal care for everyone. Furthermore, different
systems may offer different trade-offs-e.g., more/less Type I vs Type II error;
more explainability vs more accuracy-so cannot be compared directly.

3. Alternate AIs?

A third, and perhaps better although somewhat unlikely, technical
solution might be to allow each ML to have the same full database297 but require
that their programming or training differ in some meaningful way-if this
difference can be defined, measured, and (most importantly) maintained, all
without subjecting one group to inferior treatment. Using multiple models can add
accuracy; were one model best, ethics and law might force us to use it uniquely. 298

If this condition holds over time, the diagnostic problem becomes akin to
the hurricane-forecasting problem currently faced by meteorologists. There are
several competing models, some with different algorithms, others with different
coverage, and "[t]he best forecasts are made by combining the forecasts from three

295. See infra text accompanying notes 308-19.
296. While this is generally true it also depends on factors such as data quality

and sometimes also data composition, such as the ratio between negatives to positives in the
data set. See, e.g., Rafal Kurczab & Andrej J. Bojarski, The Influence of the Negative-
Positive Ratio and Screening Database Size on the Performance of Machine Learning-
Based Virtual Screening, 12 PLoS ONE, Apr. 6, 2017,
https://doi.org/10.1371/journal.pone.0175410.

297. A valuable byproduct of a national ML system is that we would not only
have more and thus better data for ML systems to chew on, but we would also have
valuable public-health data. Identifying environmental issues, e.g., cancer clusters, will be
much easier if all patients' diagnostic info is going into a national database in a standard
format.

298. This follows from the argument in Part I, that if an ML system is better than
humans, it will become the required standard of care. Logically, the same should apply if
one is choosing between competing ML systems: if there are consistent differences between
the different ML systems, then unless there are great cost differences, we would expect the
best one to become the standard of care.
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or more models into a 'consensus' forecast. 12 99 One group of researchers recently
demonstrated that a consensus of multiple models plays Atari video games better
than any of the models alone.300 Because Atari video games are like Go in that
identifying the "success" criteria is automatic and requires no human input,3' the
applications to medical diagnostics remain, at best, for the future. Nonetheless, the
use of ensemble learning has often been shown to surpass a single learner.30 2

Achieving this scenario would require us to overcome a number of legal
and economic complexities. First, we would probably need to have multiple
competing providers of Al diagnostic services, for it is hard to see what would
incentivize a single firm to provide multiple possibly conflicting diagnostic
suggestions. Second, we would need to evolve a standard of care that addressed
whether it would suffice to consult (purchase) just one Al model or whether
multiple Al opinions would be required. Third, we would need to evolve a method
of combining, or sorting among, the competing diagnoses if AIs disagreed that
would not expose the person making the decision to unreasonable liability.

Having multiple competing providers of Al diagnostic services that each
use a different algorithm should prevent diagnostic monoculture. But any plan that
intends to rely on multiple providers must address economic and legal obstacles to
creating and sustaining multiple providers.

The economic obstacle arises from the nature of the industry, a special
case of the winner-take-all phenomenon often observed in markets relying on new
technology.30 3 We noted above that the economics of deep-learning neural
networks involved high fixed costs, including the cost of gathering and formatting
the training data, the cost of designing and tuning the relevant algorithms, and
perhaps (although here predictions vary) the cost of the equipment hosting the

299. Jeff Maters, Hurricane and Tropical Cyclones, WEATHER UNDERGROUND,

https://www.wunderground.com/hurricane/models.asp (last visited Feb. 20, 2017). We are
indebted to Jonathan Frankle for pointing us to weather models as an analogy.

300. Matteo Hessel et al., Rainbow: Combining Improvements in Deep
Reinforcement Learning, ARXIv:1710.02298 [CS] (Oct. 6, 2017),
http://arxiv.org/abs/1710.02298.

301. See supra text accompanying notes 255-56.
302. BIsHoP, supra note 46, at 653; Saso Deroski & Bernard Zenko, Is

Combining Classifiers Better than Selecting the Best One?, 54 MACHINE LEARNING 255,

267 (2004), doi: 10.1023/B:MACH.0000015881.36452.6e.
303. For discussions of the general phenomenon of winner-take-all in high-

technology industries see, for example, Mark A. Lemley & David McGowan, Legal
Implications of Network Economic Effects, 86 CAL. L. REv. 479 (1998); Ronald Cass,
Antitrust And High-Tech: Regulatory Risks for Innovation And Competition, FEDERALIST
SOCIETY (June 28, 2013), https://fedsoc.org/commentary/publications/antitrust-and-high-
tech-regulatory-risks-for-innovation-and-competition; Thomas A. Piraino, Jr., A Proposed
Antitrust Approach To High Technology Competition, 44 WM. & MARY L. REv. 65, 87
(2002); Cass R. Sunstein, Robert H. Frank, Sherwin Rosen & Kevin M. Murphy, The
Wages Of Stardom: Law And The Winner-Take-All Society: A Debate, 6 U. CHI. L. SCH.
ROUNDTABLE 1 (1999).
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Al." °4 Indeed, a widely quoted analysts' report recently cast doubt on the profit
potential of IBM's Watson despite its being "one of the more mature and broad
cognitive computing platforms today" precisely because users face a high cost of
data gathering and curation.3 5 However, in contrast, the marginal cost of
diagnosing a patient is comparatively small.30 6 This account of high fixed costs and
low marginal costs resembles the economic profile of a so-called natural monopoly
in most respects,30 7 save one: other than the contingent question of whether there is
sufficient demand to support the capital costs of running multiple competing AIs,
there is nothing that is an absolute barrier to entry.

For the multiple-competing-provider scheme to work, all providers need
access to sufficient training data,30 8 and ideally, they all would have access to all of
it because large data sets tend to increase accuracy.309 Some firms may, however,
be able to interpose a legal obstacle to their rivals' access to training data. Training
data is not inherently rivalrous. Training an Al is not like siting a water turbine on
a river, where there can be only one at any point.310 But early indications are that
would-be providers of Al health-related services see their access to data as a

304. See supra text accompanying notes 176-80.
305. James Kisner et al., Creating Shareholder Value with Al? Not so Elementary,

My Dear Watson, EQUITY RESEARCH AMERICAS: JEFFERIES FRANCHISE NOTE (July 12,
2017), https://javatar.bluematrix.com/pdf/fO5xWjc (rating IBM "underperform" due to
doubts about Watson).

306. See AJAY AGRAWAL, JOSHUA GANS & AvI GOLDFARB, PREDICTION
MACHINES: THE SIMPLE ECONOMICS OF ARTIFICIAL INTELLIGENCE 7-20 (2018).

307. OECD GLOSSARY OF INDUSTRIAL ORGANIZATION ECONOMICS AND
COMPETITION LAW 62 (R. S. Khemani & D. M. Shapiro eds., 1993) ("Generally speaking,
natural monopolies are characterized by steeply declining long-run average and marginal-
cost curves such that there is room for only one firm to fully exploit available economies of
scale and supply the market.").

308. "Deep learning requires very large quantities of data in order to build up a
statistical picture." Alex Hem, Why Data is the New Coal, GUARDIAN (Sept. 27, 2016)
(quoting Imperial College Professor Murray Shanahan),
https://www.theguardian.com/technology/2016/sep/27/data-efficiency-deep-learning.

309. To this end, the U.S. Department of Energy and the National Cancer Institute
are partnering in a "three-year pilot project called the Joint Design of Advanced Computing
Solutions for Cancer," designed to assemble and integrate large amounts of data about how
tumors respond to treatment. Argonne National Laboratory, Cancer's Big Data Problem,
COMMS. ACM (Oct. 21, 2016), http://cacm.acm.org/careers/208869-cancers-big-data-
problem/fulltext.

310. See James Bradford Delong & A. Michael Froomkin, Speculative
Microeconomics for Tomorrow's Economy, in INTERNET PUBLISHING AND BEYOND: THE
ECONOMICS OF DIGITAL INFORMATION AND INTELLECTUAL PROPERTY 6 (Brian Kahin & Hal
Varian Eds., 2000) (discussing economic consequences of non-rivalrous nature of data).
However, patenting an ML system would, create at least a temporary monopoly. For a
discussion of how to draft patent specifications for an ML system see Vincent Spinella-
Mamo, Patenting Algorithms: IP Case Law and Claiming Strategies, IPFOLIo BLOG,
http://blog.ipfolio.com/patenting-algorithms-ip-case-law-and-claiming-strategies (last
visited Feb. 24, 2019).
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strategic asset to which they wish to have exclusive access.]" If our strategy for
avoiding monoculture relies on having multiple equally competent providers, then
as Amanda Levendowski has argued in the context of avoiding training bias, the
legal system may need to remove existing regulatory obstacles to data sharing.
Levendowski suggests that using training data be will often be a fair use.312 But if
trade secret and proprietary first-mover advantages are among the main obstacles
to access,313 then even a copyright workaround may not be enough; in time we
may need to impose some sort of compulsory-licensing scheme on holders of the
data. Compulsory-license schemes require the owner of an intellectual-property
right to share it on reasonable terms.314 U.S. law does not tend to give compulsory
licenses, but they do exist as antitrust remedies315 and in relatively unusual
provisions of existing law relating to patents in essential foods316 and atomic
energy,317 and for copyrights in certain music.318 Then again, foreign companies

311. An example is Google's DeepMind's deal to get access to data provided by
the UK's National Health Service. The terms of the deal caused a panel of external
reviewers to warn that DeepMind could "exert excessive monopoly power" by using
technological means to deny competitors effective access to the data. See Natasha Lomas,
UK Report Warns DeepMind Health Could Gain 'Excessive Monopoly Power',
TECHCRUNCH (Jun 15, 2018), https://techcrunch.com/2018/06/15/uk-report-warns-
deepmind-health-could-gain-excessive-monopoly-power/. DeepMind later handed the
patient data to Google despite "explicit reassurances made by DeepMind's founders that
there was a firewall sitting between its health experiments and its ad tech parent, Google."
Natasha Lomas, Google Gobbling DeepMind's Health App Might Be the Trust Shock We
Need, TECHCRUNCH (Nov. 14, 2018), https://techcrunch.com/2018/11/14/google-gobbling-
deepminds-health-app-might-be-the-trust-shock-we-need/.

312. Amanda Levendowski, How Copyright Law Can Fix Artificial Intelligence's
Implicit Bias Problem, 93 WASH. L. REV. 579, 619-30 (2018).

313. For a daunting list of obstacles, see Richard Blunk & Eric Armstrong,
Technology Legal Interoperability: Initial Steps Towards an Analytical Framework,
PRIVACY & DATA SEC. LAW RES. CTR. (BLOOMBERG BNA),
http://privacylaw.bna.com/pvrc/7057/split display.adp?fedfid=12112225 1&vname=pvlrnot
allissues&jd=0000015da36bd172abdfeb7fbdf90002&split=0 (last visited Sept. 22, 2017).

314. Strictly speaking, in the United States the government sets the price of the
license, so while the price will be lower than what the holder of the IP would have charged,
it will not inevitably be reasonable; operationally compulsory licensing is much more
efficient once the government determines the need for the license because the price
negotiations cannot be contentious beyond a point. See Srividhya Ragavan, Brendan
Murphy & Raj Dav6, Frand v. Compulsory Licensing: The Lesser of the Two Evils, 14
DUKE L. & TECH. REV. 83, 116 (2015).

315. See United States v. Besser Mfg. Co., 343 U.S. 444, 447 (1952) (imposing
compulsory licensing on a "fair" basis).

316. 7 U.S.C. § 2404 (2012) (empowering Secretary of Agriculture to "declare a
protected variety open to use on a basis of equitable remuneration to the owner, not less
than a reasonable royalty, when the Secretary determines that such declaration is necessary
in order to insure an adequate supply of fiber, food, or feed in this country and that the
owner is unwilling or unable to supply the public needs for the variety at a price which may
reasonably be deemed fair").

317. 42 U.S.C. § 2183 (2012).
318. 17 U.S.C. § 115 (2012).
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based in countries that have national policies designed to encourage access to
training data as part of a pro-Al industrial policy may fill the gap without the need
for radical changes in U.S. law.31 9

4. Encourage Transparency?

A big part of what makes the monoculture story troubling is how difficult
it could be to detect a problem if it occurred. As we noted above, decision-making
by deep-learning-based Al is notoriously opaque.3 20 For example, IBM Watson, as
currently engineered, does not clearly explain its decision-making processes in
terms that are understandable to most humans.3 21 It is possible to formally trace (in
the computer's memory) how Watson made its decisions, but it takes time and
effort to understand the result of that trace. 22 The same problem is present in other
ML systems.

323

Although researchers are increasingly aware of the need for "explainable
Al," we are still far from something the average doctor could use in real time to
help decide what weight to put on a diagnosis.3 24 To the extent, for example, that
the explanation consists of a set of weights of various bits of evidence without
much in the way of context as to how the neural network chose those weights,325

319. As Chinese Al expert and investor Kai-Fu Lee says, "[t]he U.S. and Canada
have the best Al researchers in the world, but China has hundreds of people who are good,
and way more data." Will Knight, China's AlAwakening, MIT TECH. REv. (Oct. 10, 2017)
(quoting Mr. Lee), https://www.technologyreview.com/s/609038/chinas-ai-awakening/; see
also Dame Wendy Hall & Jrome Pesenti, Growing the Artificial Intelligence Industry in
the UK, UK DEP'T FOR DIGITAL, CULTURE, MEDIA & SPORT AND UK DEP'T FOR Bus.,
ENERGY & INDUS. STRATEGY (Oct. 15, 2017), https://www.gov.uk/government/uploads
/system/uploads/attachment data/file/652097/Growing the artificial intelligence industry
in the UK.pdf (making multiple recommendations to facilitate UK-based Al access to

training data).
320. See supra note 74-76; see also Finale Doshi-Velez et al., Accountability of

Al Under the Law: The Role of Explanation, ARXWv:1711.01134 [CS, STAT] (Nov. 3, 2017),
http://arxiv.org/abs/1711.01134 (discussing technical requirements for Al systems that
could provide kinds of explanations that are currently required of humans in light of EU
GDPR); Aaron M. Bornstein, Is Artificial Intelligence Permanently Inscrutable?, LEARNING

NAUTILUS (Sept. 1, 2016), http://nautil.us/issue/40/learning/is-artificial-intelligence-
permanently-inscrutable (last visited Sep 7, 2016); Will Knight, The Dark Secret at the
Heart of Al, MIT TECH. REV. (Apr. 11, 2017),
https://www.technologyreview.com/s/604087/the-dark-secret-at-the-heart-of-ai/ (describing
"Deep Patient" and Al that can "anticipate the onset of psychiatric disorders like
schizophrenia surprisingly well" using methods opaque to its designers).

321. See Hamm, supra note 197.
322. See id. (describing how Watson erroneously concluded Toronto was in the

United States). Similar attempts have been made to reconstruct AlphaGo's move #37 in
game #2 of the first match against Lee Sedol. Cade Metz, In Two Moves, AlphaGo and Lee
Sedol Redefined the Future, WIRED (Mar. 16, 2016), https://www.wired.com/2016/03/two-
moves-alphago-lee-sedol-redefined-future/.

323. See supra text accompanying notes 73-75.
324. See supra text accompanying notes 41 and 75.
325. See supra text accompanying note 74.
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we are a long way from the user-friendly, easy-to-use summary a doctor would
need. Moving in that direction, we now have neural networks that can provide a
confidence number with the decision.3 26 Humans can then use that information to
prioritize checking the results with lower confidence.3 27 However, this presumes
that the confidence estimate is sufficiently well informed, i.e., that the machine
"knows what it knows." So far ML can only guarantee this in some limited
settings.1

21

Researchers today are actively working on the explainability problem,3 29

and thus there is reason to hope that it will get better. The more that an ML system
can provide an explanation for its diagnoses, the more scope there will be for
people to evaluate it meaningfully and, one presumes, spot mistakes or add
value.330 It follows that the "centaur" model33' is most likely to endure if Al
becomes less opaque, because there will still be something meaningful for people
to do. However, as noted above, should there come a point where the Al is so good
that humans are not adding value, all the arguments we make here come rushing
back into play.

326. See generally Robert Tibshirani, A Comparison of Some Error Estimates for
Neural Network Models, 8 NEURAL COMPUTATION 152 (1996),
doi: 10.1162/neco.1996.8.1.152.

327. See Richard Dybowski & Stephen J. Roberts, Confidence Intervals and
Prediction Intervals for Feedforward Neural Networks, in CLINICAL APPLICATIONS OF

ARTIFICIAL NEURAL NETWORKS 298, 298-326 (Richard Dybowski & Vanya Grant eds.,
2001).

328. See Zachary C. Lipton, The Mythos of Model Interpretability,
ARXWv: 1606.03490 [CS, STAT] (June 10, 2016), http://arxiv.org/abs/I606.03490,

329. Examples include Dong Huk Park et al., Attentive Explanations: Justifying
Decisions and Pointing to the Evidence, arXiv:1612.04757v2 (July 25, 2017),
https://arxiv.org/abs/1612.04757 (using neural-network-based, natural-language processing,
and generation techniques to cooperatively explain the behavior of other neural networks);
Leilani Gilpin, Reasonableness Monitors, TWENTY-THIRD AAAI/SJGAI DOCTORAL

CONSORTRUM, https://www.aaai.org/ocs/index.php/AAAI/AAA18/paper/viewFile/17361/
16430 (last visited Jan. 19, 2019) (using deductive reasoning to create a "reasonableness
monitor" that detects when cyberphysical systems violate rules encoded in formal logic);
Tao Lei, Regina Barzilay & Tommi Jaakkola, Rationalizing Neural Predictions,
arXiv:1606.04155v2 (Nov. 2, 2016), https://arxiv.org/abs/1606.04155 (exploring how to
determine the minimum fragment of the input to a neural network necessary for the decision
it reached, thus offering some clarity about the network's rationale). We are grateful to
Jonathan Frankle for pointing us to these examples. See also Rudin & Ustun, supra note 41,
at 1 (arguing that "[t]here is new technology to build transparent machine learning models
that are often as accurate as black box machine learning model"). For a cautionary view,
however, see Andrew D. Selbst & Solon Barocas, The Intuitive Appeal of Explainable
Machines, 87 FORDHAM L. REv. 1085 (2018) (warning that "explanation" may make ML
systems less inscrutable but will not necessarily make it easier to understand whether their
conclusions are justified).

330. See Editorial, Towards Trustable Machine Learning, NATURE BIOMEDICAL

ENGINEERING 2, 709-10 (Oct. 10, 2018), doi: 10.1038/s41551-018-0315-x.
331. See supra note 83 and accompanying text (discussing centaur chess).
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5. Tax ML to Change Incentives?

If the medical industry seeks to substitute ML for the work of a medical
specialty, such as radiology, we would expect that in the short term radiologists'
salaries might drop, blunting the economic pressure to eliminate them. But, as we
have argued above, in the longer run, demand could shrink to near zero;
meanwhile, those medical students whose choice of specialty is influenced by
salary will avoid that specialty.

One way to discourage over-reliance on ML, therefore, is to change the
economic calculus using tax law. If we can maintain a role for doctors in a manner
that is more attractive financially, that will remove the economic incentive to
undermine human participation in diagnostic decisions and the planning and
delivery of treatment. The malpractice-law incentive to choose ML would remain,
but as we discuss below, there are some possible legal solutions that do not address
the economics, and thus a tax solution might be combined with a legal solution.

To the extent that we see the growth of ML as imposing a negative
externality on the medical system as a whole (or undermining an existing positive
externality), a classic remedy would be a Pigouvian tax (or subsidy).32 A
Pigouvian tax on a negative externality (or subsidy on a positive one) is designed
to reflect the true social cost (or value) of the activity.' Thus, in theory, one could
either tax the use of ML, subsidize the employment of human physicians, or
both-perhaps even having the ML tax provide the funds for the subsidies. The
idea of a robot tax is a popular one, having been endorsed by none less than
science and tech celebrities such as Bill Gates,334 Elon Musk,335 and Stephen
Hawking 3 6 The idea of a tax has also been criticized as impractical, given we do
not have agreed definitions of what constitutes a robot,337 a critique that applies
with nearly equal force to Al and ML. The EU Parliament flirted with the idea of a

332. "Most economists believe that the government should impose Pigouvian
taxes on firms that produce negative externalities like pollution." Jonathan S. Masur & Eric
A. Posner, Toward a Pigouvian State, 164 U. PA. L. REv. 93, 138 (2015).

333. Id.
334. See Kevin J. Delaney, The Robot That Takes Your Job Should Pay Taxes,

Says Bill Gates, QUARTZ (Feb. 17, 2017), https://qz.com/911968/bill-gates-the-robot-that-
takes-your-job-should-pay-taxes/.

335. See Catherine Clifford, Elon Musk: Robots Will Take Your Jobs, Government
Will Have to Pay Your Wage, CNBC (Nov. 4, 2016),
https://www.cnbc.com/2016/11/04/elon-musk-robots-will-take-your-jobs-government-will-
have-to-pay-your-wage.html.

336. See Doug Bolton, Stephen Hawking Says Robots Could Make Us All Rich
and Free But We're More Likely to End up Poor and Unemployed, INDEPENDENT (Oct. 9,
2015), https://www.independent.co.uk/life-style/gadgets-and-tech/stephen-hawking-says-
robots-could-make-us-all-rich-and-free-but-were-more-likely-to-end-up-poor-and-
a668843 1.html.

337. See, e.g., Robert J. Kovacev, The Challenges of Administering a Robot Tax,
LAw360 (Sept. 25, 2017), https://www.law360.com/articles/967115/the-challenges-of-
administering-a-robot-tax.
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robot tax but ultimately rejected it. 8 The biggest problem, not considered by any
of the proposals mentioned here is that, in our view, the ultimate aim of the tax is
not to create en masse disincentives for the development of effective medical ML
but, rather, to incentivize the successful development of (centaur-type) ML that
leaves a meaningful role for human doctors and, most importantly, avoids
monoculture by ensuring human access to future medical knowledge and know-
how.

How to devise a tax strategy that achieves these ends might prove an
insurmountable challenge. In any event, a tax on ML would ultimately be a loss for
patients, who would see costs rise; a subsidy from general revenues would not hurt
patients as directly.33 9 But to the extent that the tax discouraged medical service
providers from using ML, patients would suffer from being deprived of a diagnosis
that (ex-ante) has a higher probability of being correct.

6. Tax ML to Support an Expert Corps of Radiologists?

Rather than trying to change incentives, which involves nearly impossible
measurement issues, a more interesting scenario would be to set the ML tax at a
level sufficient to support a corps of expert radiologists who would be charged
with keeping tabs on the ML systems' accuracy, creating new training data as
needed, conducting research to improve detection and analysis of scan data, and
responding to medical emergencies.

Because there will be few if any relevant market signals, one should not
underestimate the difficulty of fixing the right size of such a corps, determining its
budget, and recruiting and training highly competent persons to join it.
Nevertheless, the idea of a reserve corps of specialists at the National Institute of
Health, or perhaps spread out among teaching hospitals, does have some allure.
Because it would be much smaller than the current number of radiologists,
supporting a group of experts would presumably be less expensive than attempting
to preserve the entire profession, even at reduced salaries.

An important challenge in setting up such a corps is in designing the
appropriate training curriculum for these experts. The ideal profile would be
people with both medical training and advanced ML training.340 This is a
challenging program of study.34' The shift in curriculum, requiring medical
students to incorporate training in probability, statistics, and algorithms, may prove
hard to sell for some of the more conservative medical faculties.

338. European Parliament Calls for Robot Law, Rejects Robot Tax, REUTERS

(Feb. 16, 2017), https://www.reuters.com/article/us-europe-robots-lawmaking/european-
parliament-calls-for-robot-law-rejects-robot-tax-idUSKBN15V2KM.

339. Patients may suffer indirect harm to the extent that the subsidy from general
revenues requires additional taxes that either fall on them or on others who increase prices
or reduce wages as a result.

340. See Patricia Balthazar, Training Medical Students and Residents for the AI
Future, DATA ScI. INST. AM. C. OF RADIOLOGY (Nov. 17, 2018),
https://www.acrdsi.org/Blog/Medical-schools-must-prepare-trainees.

341. See id.
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D. Possible Changes to Legal Rules

1. Revive the Locality Rule?

In Section I.C we showed how the demise of the locality rule eliminated
the ability of physicians to assert a defense of custom, local or otherwise. This, we
argued, makes malpractice an engine that will drive the progression toward Al
monoculture or at least toward a potentially dangerous over-reliance on ML.
Would a return to the locality rule stop this trend and thus prevent malpractice law
from creating the incentives that would tend to make ML displace too many
doctors?

The answer is that it would not. Even if the revival of the locality rule was
able to delay or blunt malpractice law's impetus to switch to ML, it seems unlikely
that a (politically improbable) revival of the locality rule would do much to
prevent the problems we have identified above: so long as ML seems to offer
significant accuracy increases and cost savings, the push to adopt it and in time
reduce the use of human doctors will remain strong. As a result, the hospitals,
insurers, and private medical practices that choose not to use ML will in time find
themselves painted as outliers and laggards even when compared to other hospitals
and physicians who are similarly situated geographically or by type of practice. 3 42

Furthermore, unless the revival of the locality rule was narrowly cabined
to Al-based medical technology, it could have vast and unpredictable side-effects
as it infected first malpractice claims generally, and then perhaps other areas of the
law of professional negligence. As law and economics scholars have shown, the
locality rule imposes substantial costs on society because it disincentivizes
innovation, which means that patients will lose the advantages they would have
gained from the adoption of new medical technology.3 43 Intuitively, the long-term
costs in lost advances would seem very likely to exceed the value of any temporary
gains.

2. Create a Broad "ML Exception" to Malpractice Law?

Perhaps, therefore, instead of looking for a broad-brush solution, we
should just create a judicial or legislative "ML Exception" to malpractice law, by
which we would agree that failing to use an ML system in diagnosis is not
malpractice.

Unfortunately, this broad ML Exception suffers from most of the same
problems as the idea that we might revive the locality rule: it fails to take account
of economic incentives to deploy ML, which exist independently from the push
provided by malpractice law.3 44 Also, like the locality-rule revival, the broad ML
Exception also seems likely to impose greater social costs than benefits, for to the
extent that it removes an incentive to use ML even carefully, it degrades the
quality of patient care.

342. See supra Subsection I.C.1.
343. See generally Parchomovsky & Stein, supra note 124.
344. See supra Section I.A. The incentives could, however, be overcome by taxes.

See supra Subsection JV.C.5.
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3. Create a Narrow "ML Exception" to Malpractice Law?

If a broad ML Exception is too much, how about a more narrowly tailored
one, such as a rule that a human doctor's overruling of an ML system is not
malpractice unless grossly negligent, but that failing to do so when needed would
be actionable error. In other words, the standard of care would still require
consulting the ML, but it would not be per se error to deviate from its diagnostic
conclusions. Indeed, we might go further and say the ML's diagnosis was not
admissible evidence, although this is probably only a short-term fix at best: over
time one would expect that juries would come to understand that ML was the norm
and expect to hear about its diagnosis.345

This narrower exception would not relieve medical providers from
liability for failing to use ML once it became the standard of care but would
provide a safe harbor from liability for overruling an ML system unless the
human's decision was indefensible. We suggested above that under current
liability rules, especially in the increasing number of states that have abandoned
the locality rule, even human doctors who believe with some justice that their
diagnoses are better than the computer's will face moral risks and obstacles in
displacing the Al's suggestion.346 If nothing else, we suggested, the fact that ML
has a better success rate will mean that the physician will run a very great
malpractice risk in supplanting its judgment, and that insurers will be loath to
permit such decisions as a result. The second form of the ML Exception removes,
or at least greatly reduces, this risk. In so doing, it departs from the pattern in other
contexts, such as piloting, where we believe machines outpace humans.347

The second part of the exception, in which human doctors are liable for
failing to overrule an ML system when they should have, is not on its face a
change from current law. Under current law, an ML system, being a machine, has
no identity nor agency for legal purposes, and hence its decisions will in all cases
be ascribed to the human(s) or corporation(s) responsible for acting on its
diagnoses.3 48 On the other hand, once ML has a better batting average than the
average human, it will, as we've said repeatedly, be a courageous human who
overrules it in any but the most obvious cases.3 49 Under current law, cases in which
the computer's decision was arguably plausible but courageously overruled
anyway will invite litigation if the outcome goes badly, but cases where the doctor

345. As the use of Al becomes increasingly routine and enters into popular
culture, we would expect that jurors will expect to hear about what the system
recommended, much like the "CSI effect," see Caroline Kensey, CSI: From the Television
to the Courtroom, 11 VA. SPORTS & ENT. L.J. 313, 318-31 (2012), is said to shape juror
demands for scientific evidence today. Id. at 320-21.

346. Cf. Millar & Kerr, supra note 11.
347. "A court may... infer negligence on the part of the pilot from evidence that

suggests that the pilot switched from automatic pilot to manual in a crisis situation." James
E. Cooling & Paul V. Herbers, Considerations in Autopilot Litigation, 48 J. AiR L. & COMM.

693, 710 (1983).
348. See Neil M. Richards & William D. Smart, How Should the Law Think About

Robots, in ROBOT LAW 4 (Ryan Calo, A. Michael Froomkin & Ian Kerr eds., 2017).
349. See supra Section I.E.
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should have overridden the computer but did not will be much harder for plaintiffs
to prove if and when ML alone becomes the standard of care.350

Thus, the second part of the exception can be characterized as no more
than a savings clause: a way to emphasize that while liability for overruling ML is
changing, liability for not using ML and for not overruling it remains in place.
Alternately, one can see the second clause as a means to emphasize the importance
of keeping a human in the loop: liability will lie not only for failing to use ML
when one should but also for failing to overrule it when one should.

Although undoubtedly preferable to any of the rules canvassed so far, the
social-welfare consequences of this narrower ML Exception are hard to predict
with any certainty. Even if we assume, somewhat heroically, that on average
humans will overrule ML approximately as often as we would want them to, that
leaves open the door for errors in both directions, i.e., overruling the ML system
when it was right, and failing to overrule the ML system when it was wrong. The
patients in the first group, who would have had the benefit of the IL system's
correct diagnosis, will be made worse off compared to the treatment they would
have received if the narrow ML Exception did not exist. In contrast, the patients in
the second group, who would have suffered from the machine's error in any case,
are no worse off than they would have been.

How we measure the cost of the errors to the first group is inevitably
difficult, but without any defensible idea of how big that group would be-
something we could only establish empirically-it is even more impossible to say.
Unfortunately, we can say with some confidence that humans will feel freer to
overrule ML systems under this rule than under the current default rule because
under the current rule an overruling decision would run a greater risk of being
found to depart from the (machine) standard of care. Arguably, this means that the
number of patients harmed by a doctor's ignoring ML's correct diagnosis ought to
grow above the baseline.

Furthermore, if this narrow exception suffices to incentivize medical
service providers and malpractice insurers to keep a human doctor fully in the
loop, then we also will lose all or part of any cost savings from having ML replace
humans, with the size of the loss depending on both the relative costs and the
extent to which human doctors can work more efficiently when paired with ML-
i.e., diagnose more quickly and/or more accurately.

Against these costs, one should put the speculative, but potentially large,
gains caused by creating a data set of human decisions and resulting outcomes that
can be used to provide ongoing training data for ML systems. If-and we stress
that this may be a big "if'-humans end up deciding enough cases differently from
ML to provide enough examples for training purposes, this may suffice to head off
what would otherwise be the monoculture of training data that we warned about in
Part III.

350. See supra text following note 162.
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One other caveat should be noted: for the human-generated training data
to have real value, it needs to include a significant number of cases in which the
human's decision was better than ML's, something which likely will turn on how
great NIL's success rate is. As this point may be obscure, a short elucidation is in
order. We assume ML is on average more accurate than people. But neither is
100% accurate. The less accurate the humans are, the less accurate ML needs to be
in order to be noticeably better than humans. The less accurate a better-than-
humans ML is, the more scope will remain for potential cases in which, were a
human to overrule the ML system, they might improve the patient outcome. (Of
course, there is also the possibility that they might both be wrong in different
ways, but we can collapse that scenario by defining "right" as "better than the
other diagnosis.") Conversely, the more accurate ML is overall, the less frequently
we would expect to see a human decision to override the ML diagnosis lead to a
better outcome.

4. Define the Standard of Care to Require a Human Doctor Plus ML?

Rather than create a malpractice exception for human-ML interactions,
we could instead fix the legal standard of care (either legislatively or judicially) to
require ML plus meaningful review by a human doctor. At present-while human
diagnosticians remain on average superior to ML-any doctor who uses ML as a
decisional aid is in effect subject to this standard of care. We suggested above that
once ML is provably superior to the average human the standard of care would
change, setting off a chain of events ending in the lack of meaningful human
participation in certain diagnostic functions-a state we fear could be deleterious
in the long term.35' Freezing the standard of care to require meaningful human
participation would head off those consequences. Indisputably, "meaningful" is a
somewhat vague term, and it invites some fact-based debate as to what level of
review by a human doctor would suffice. In the abstract, however, it is very hard to
define the appropriate level of review with any precision; litigation in courts may
actually be a good way of developing the factual records needed to put more detail
into this standard.

Both the broad and narrow ML Exceptions to malpractice take large
swaths of human liability out of the equation; in so doing they leave the choice of
using a person or an Al to other factors, namely ethics352 and cost.3 In contrast,
setting the standard of care to require both ML and humans invokes law to
override those ethical and economic concerns, but it does so at the possible price
of forgoing a larger number of beneficial outcomes that will not happen because
the Al plus physician is too expensive.354 The risk here is that some people may
not be able to afford the care that they otherwise might have had.

On the other hand, freezing the standard of care makes it more likely than
does the narrow ML Exception that the rate of human overrides of ML will tend

351. See supra Part I1.
352. Compare Millar & Kerr, supra note 11, with sources cited supra note 88.
353. See supra Section II.A.
354. See supra text accompanying notes 195-97.
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toward the optimal level, where "optimal" refers to individual-patient outcomes
without considering systemic effects on training data. Under the narrow exception,
humans are protected from liability for overruling ML in the absence of gross
negligence, and this opens the door to excessive overrides. In contrast, setting the
standard of care leaves current standards for reviewing a doctor's conduct in
place. 5 Plaintiffs who wish to argue that a physician should have deferred to the
ML will not be able to argue a per se violation of the standard of care, but doctors
challenged for overriding ML will have to make the ordinary fact-based showing
that their decisions were appropriate.

Even if the above is correct, and this proposal comes closest to
incentivizing an optimal rate of human overrides of ML diagnoses, we cannot be
confident that it will necessarily provide a sufficient supply of human-generated,
accurate training data. How much data people will create depends on a number of
variables that can only be estimated once ML is up and running full speed. The
two chief variables are ML's failure rate and what fraction of those failures are
detected and corrected by the human reviewers. (Recall that when humans wrongly
override a correct diagnosis, this does not produce useful training data for ML; it
might, however, provide useful training data for medical students.) We cannot
know at this early stage whether the correct corrections will suffice, but this option
probably gives as much hope as any, and more than most; the only one that comes
close is the narrow ML Exception, and that is because its incentive effects are
likely to be similar.

CONCLUSION: THE LEAST-WORST SOLUTION WILL BE EXPENSIVE

We have argued that if and when Al can outperform human doctors both
malpractice law and, if pricing warrants it, economic imperatives will push
providers to substitute machines for human doctors. This is not as wonderful as it
may sound to technophiles because it creates a subtle risk of a closed loop as well
as the obvious (short-run) opportunity for better patient care.

The risk is a result of Al's great promise. If, as we assumed for the
purposes of this Article, some future ML system becomes significantly better at
some types of diagnosis, such as reading x-rays and other radiological studies, then
medical skills may suffer; if and when ML takes over treatment, some specialties
may all but disappear. The problem we are concerned with is not directly the
employment prospect of present or future radiologists. The problem is that the
over-reliance on Al, and the resulting loss of medical knowledge, can create a
closed loop in which future training and validation data sets are the result of
decisions by the Al itself. At that point, we may lose the ability to discover new,
better treatments, in the case where the ML system settles for a sub-optimal

355. Recall that the issue in a medical malpractice case is whether the claimed
injury resulted from the treating physician's departure from "the generally recognized and
accepted practices and procedures that would be followed by the average, competent
physician in the defendant's field of medicine under the same or similar circumstances."
Supra text accompanying note 108.
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solution or the ML chooses a solution that optimizes a narrow performance
criterion.

We can head off this scenario in a number of ways. The simplest legal
change would be to require that a human be fully and meaningfully in the loop in
all cases. Preventing an ML alone from becoming the standard of care, and thus
defining the standard as an ML plus a physician meaningfully involved in
reviewing the diagnostic decision, could alleviate the problem. We may also need
to tinker with malpractice rules to prevent humans from being too unwilling to
overrule an Al for fear of liability.

Admittedly, keeping physicians fully in the loop is likely to prove
expensive compared to an Al-only world. Further, even if it may be a long-term
fix, we should not expect it to be permanent. We will need to continue to revisit
the level at which machines and humans integrate and exchange information and
make decisions. Perhaps worst of all, our solution has more than enough of a whiff
of the Luddite to make any robot or Al enthusiast uncomfortable. Nevertheless, we
see no better answer at present; the remaining challenges will focus on the proper
alignment of humans and machines to integrate and exchange information, and to
make and carry out medical decisions. Figuring out how best to deal with the
alignment questions will be a key consideration in the modernization of medical-
school curricula so that the next generation of medical professionals are adequately
trained to work with ML.

Modern auto-pilots are capable of making complex decisions while flying
jets, decisions which may be too complex for human pilots to follow; in some
cases human intervention prevents accidents, but in others it causes accidents that
the autopilot might have prevented.356 Yet we still require human pilots to be in the
cockpit for the entire flight in case of emergency and despite the arguable
duplication of expense.357 Meanwhile, whether over-reliance on autopilots is
dangerous, in part due to deskilling of pilots, is a live debate.358 Now it's
medicine's turn.

356. Gary Brown, Out of the Loop, 30 TEMP. INT'L & COMP. L.J. 43, 48-49
(2016).

357. See 14 C.F.R. § 91.3(a) (2018) ("The pilot in command of an aircraft is
directly responsible for, and is the final authority as to, the operation of that aircraft."); cf.
Brouse v. United States, 83 F.Supp 373, 374 (N.D. Ohio 1949) ("The obligation of those in
charge of a plane under robot control to keep a proper and constant lookout is
unavoidable.").

358. See Carolyn Presutti, FAA Study Issues Recommendations to Correct Pilot
Overreliance on Automation, VOICE AM. (Nov. 22, 2013), https://www.voanews.com/a/faa-
study-issues-recommendations-to-correct-pilot-overrelance-on-automation/1795995 .html
(noting FAA's concern that "pilots are not as skilled at manually flying a plane in
emergencies or when transitioning back from automation to manual").


