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ARTICLES

Professions and Expertise: How Machine Learning and Blockchain Are Redesigning the Landscape of Professional Knowledge and Organization

JOHN FLOOD & LACHLAN ROBB*

Machine learning has entered the world of the professions with differential impacts. Automation will have huge impacts on the nature of work and society. Engineering, architecture, and medicine are early and enthusiastic adopters of automation. Other professions, especially law, are late and, in some cases, reluctant adopters.1 This Article examines the effects of artificial intelligence ("AI") and Blockchain on professions and their knowledge bases. We start by examining the nature of expertise in general and the function...
of expertise in law. Using examples from law, such as Gulati and Scott’s analysis of how lawyers create (or don’t create) legal agreements, we show that even non-routine and complex legal work is potentially susceptible to automation. However, professions are different from other occupational groups because they include both indeterminate and technical elements that make pure automation difficult to achieve. We consider the future prospects of AI and Blockchain on professions and hypothesize that as the technologies mature, they will incorporate more human work through neural networks and Blockchain applications, such as the distributed autonomous organization (“DAO”). We argue that in the law and the legal profession, the role of lawyer as trusted advisor will again emerge as the central point of value.

INTRODUCTION: THE NATURE OF THE PROBLEM

Automation in the guise of machine learning, robots, and Blockchain has a significant impact on global economy and society. The prediction of Moore’s Law has proved accurate over the past half-century, as processing power has doubled and price has halved every two years. A modern smart phone is now more powerful than the
computers used to guide the Apollo missions to the moon in the 1960s and 1970s.\textsuperscript{5}

For professionals—lawyers, doctors, engineers, and managers—the cozy world of delivering expertise appears somewhat more brittle and tenuous than it used to. While automation is creating new work, it is also causing more and more people to either lose their jobs or find themselves in increasingly precarious jobs.\textsuperscript{6} If we accept Nick Bostrom’s prediction—that within the next 100 hundred years, artificial intelligence (“AI”) will likely be on a parity with human intelligence before AI eventually outstrips it\textsuperscript{7}—we see how the potential for productive work within society will diminish as machines become capable of doing the work cheaper than humans can and for longer periods of time.\textsuperscript{8}

This raises a number of issues, particularly normative ones, about how society will be ordered in such a future. Law, at present, is predicated on a traditional Anglo-American model of property rights, employment rights, intellectual property rights and the like, which emerge from economic activity and ventures entered into by


See Turner, Manuscript, supra note 6, at 5–10. Turner argues that the Solow paradox is at play when computerization is accompanied by a decrease in overall productivity. See id. at 5–19. As a smaller proportion of people are required to carry out the automation processes, the laborers displaced by automation find themselves in less remunerative and lower productivity jobs, leading to an overall decline in productivity. See id.
people. We construe the terms economic activity and ventures broadly to include such arrangements as marital partnerships and inheritance of property, as well as business arrangements and transactions. While it is common for lawyers to speak of real property and tangible personal property, as we enter the digital age, property itself is becoming increasingly digital or incorporeal. The most common manifestation of this is intellectual property, which creates rents for its owners for a number of years. These rents make the intellectual property excludable, so that only those who can afford the product can legally enjoy the benefits. However, while conceptions of intellectual property can be traced to the Statute of Anne in 1709, our current incorporeal property issues are significantly more contemporary.

The aim of this Article is to examine the effects of machine learning on society, professions, and economic activity. To do this, we look at how AI is intruding into most economic activity and changing human relationships and engagement. Specifically, we focus on AI in law, the extent to which AI is displacing lawyers, and how far that process can be expected to travel. A key contemporary use of broadly defined machine learning is Blockchain: an application we seek to analyze in an attempt to redress some of the consequences of AI. We are posed with the question of AI’s inevitability: will it truly diminish human intelligence and thereby colonize the professions?


One underlying theme of our examination is how best to reward expertise in the future. Other questions arise, of course, such as, what will constitute expertise? Will it be worth educating and training people to be experts in the future? If work becomes redundant, can we reward people for other kinds of activities? And, if technology is the cause of these problems, are there ways for it to provide solutions? There is an assumption within this that needs unpacking. Humans and machines are often counterposed as elements in competition in a particular status hierarchy, which privileges the human over the machine. This may be a form of technophobia, or an inability to come to terms with other forms of existence.

Some approaches, like actor network theory, posit that both animate and inanimate, human and non-human subjects have their own agency. In the formation of networks, nodes play various roles and whether a node is human or otherwise is irrelevant to the actual role that the node plays. Thus, algorithms and Blockchains are actors that are as effective as humans themselves.

---


18 To experience the effects of algorithms’ capacity to act, note the phenomena of the market “flash crash” when algorithms precipitated volatile activity in high speed trading systems. *Bostrom, supra* note 7, at 20–21.
With this understanding, we seek to navigate through the following questions: What is the nature of expertise? What is the relationship between machine learning and the professions? More precisely, what is the relationship between machine learning and the law? And finally, what will be the impact of Blockchain on professions and society?

I. NATURE OF EXPERTISE

In order to discuss the nature of expertise we must examine professions—particularly, the legal profession—since professions embody expertise and knowledge by virtue of how they represent themselves and by the content of their education and training. Sida Liu posits that knowledge in professions emerges from jurisdictional battles either within or across professions as they attempt to monopolize their areas of expertise. Jurisdiction battles are conflicts between the process of yoking things together and the establishment of boundaries. On the whole, lawyers have adeptly marked out boundaries and created monopolies of their knowledge by invoking the assistance of the state in credentialing and licensing.

Law is, in one sense, a “soft” profession. In “hard” professions—like medicine, architecture, or engineering—the state has a strong interest in ensuring that expertise is applied to the benefit of

---

21 Benjamin Hoorn Barton, Why Do We Regulate Lawyers?: An Economic Analysis of the Justifications for Entry and Conduct Regulation, 33 ARIZ. ST. L.J. 429, 434–35, 434 n.16, 453, 453 n.100 (2001) (discussing the role of the several states in setting standards for bar admission in the United States and the interplay between regulation and establishment as a profession).
22 WILLIAM TWINING, BLACKSTONE’S TOWER: THE ENGLISH LAW SCHOOL 65–66 (1994) (defining law as a “soft-applied” discipline); cf. Dennis R. Laker & Jimmy L. Powell, The Differences Between Hard and Soft Skills and Their Relative Impact on Training Transfer, 22 HUM. RESOURCE DEV. Q. 111, 112 (2011) ("[W]e differentiate between hard skills (technical skills that involve working with equipment, data, software, etc.) and soft skills (intrapersonal skills such as one’s ability to manage oneself as well as interpersonal skills such as how one handles one’s interactions with others.")
the public. Failure in these fields is potentially catastrophic. The professional expertise of “hard” professions produces tangible products—restored bodies, upright buildings, and stable bridges. However, failure in these fields produces catastrophic effects, like death, collapsed apartment buildings, and twisted bridges. Of course, law can have potentially catastrophic effects as well. The distinction is that, in “hard” professions the effects are direct, and in law they tend to be indirect, for example, the award of triple damages in an antitrust case.

Within this, we can also see how the “soft” profession of law supports the “hard” professions: the lawyers draw up and advise on the contracts and indemnities, which are often imperative to the catastrophic deaths, collapses, and twists. Initial legal outcomes are certainly important—the client is invested, quite literally, in her case; the new state’s continued existence and stability are a function of the success of its new constitution—yet the law also includes remedial processes, like appeals or amendments, which create barriers, exemptions, and protections to and from the results of legal decision making and, especially, errors. Perhaps the most salient way of distinguishing law from “hard” professions is that law relies on discourse, language, and the relating of narratives. For example, while the engineer builds the bridge, the lawyer creates the narrative that enables the engineer to bring the bridge into existence. This particular way of articulating law—in other words, demonstrating its facility in discourse—has great relevance for the ideas of interactional expertise, which we explore below.

It is also worth looking at expertise as it is found within professionals and professions. Regulating bodies of professions are involved in the collection and reproduction of knowledge intended to be used by the entire body of professionals. In other words, this is

---

23 Twining, supra note 22, at 64–65; cf. Laker & Powell, supra note 22, at 112.
26 See, e.g., About Us, A.B.A., https://www.americanbar.org/about_the_aba/ (last visited Nov. 11, 2018) (listing, as part of the mission of the ABA, to “[p]romote the best quality legal education, promote competence, ethical conduct and professionalism, and promote pro bono and public service by the legal profession”).
a cycle of professionals producing, through education and training, the future generation of professionals. Often, education and training require prospective members of the profession to obtain a minimum level of competence before entering the “real” world of the profession.²⁷ For the Legal Education and Training Review in England, it depends on the “day one” learning requirements lawyers must achieve before entering practice.²⁸ Law is fortunate as it has hundreds of years of doctrine underlying its field, placing a significant value on consistency that is rare in most other fields.²⁹

As Liu notes, there is little settled opinion on what constitutes expertise among professionals.³⁰ For example, in law, there is a body of work, although small, on what lawyers actually do.³¹ Addi-

²⁷ Twining, supra note 22, at 128–30; Barton, supra note 21, at 441.
²⁹ See generally Charles W. Collier, Precedent and Legal Authority: A Critical History, 1988 Wis. L. Rev. 771. Although not relevant to our discussion of expertise, there have been attempts to re-engineer law—for example, Langdell’s case method or Warwick’s law in context—but these have more to do with pedagogy than substance. See generally Robert Stevens, Law School: Legal Education in America from the 1850s to the 1980s, at 52–56 (1983) (discussing Langdell’s case method); School of Law: About Us, U. Warwick, https://warwick.ac.uk/fac/soc/law/aboutus/ (last updated Feb. 21, 2018) (discussing Warwick’s law). The more interesting focus for our purposes is the expertise of professionals.
³⁰ See Liu, supra note 19, at 49–51.
tionally, while sociologists have examined careers and the acquisition of status, power, and authority, it has been mainly left to psychologists to analyze the components of expertise and its accumulation.

There are a number of common features that emerge from the literature on knowledge and expertise. Networks are vital to knowledge and expertise, and neither are acquired by solitary meditation. The role of another is important for measurement, reinforcement, and critique. There must be a pre-existing body of knowledge on which to base one’s performance—otherwise known as “standing on the shoulders of a giant.” As an individual attains the status of expert, some form of encapsulation of knowledge and analysis occurs, enabling professional experts to arrive at diagnoses, decisions, and conclusions rapidly. Dreyfus and Dreyfus use the examples of two skills—learning to drive and becoming a chess grandmaster—to illustrate the acquisition of expertise. They argue that expertise is acquired in ways opposite to what we normally expect. The traditional approach, according to Dreyfus and Dreyfus, is that knowledge is learned from specific cases and as the learner gains more experience, the rules are interiorized and abstracted so they can be applied to any case or situation. This is the type of process that Cravath expected his associates to go through in order to become competent lawyers. The associates at Cravath’s firm would be placed under the tutelage of a senior lawyer who would take complex cases and divide them into simple components on which the associate would then focus. Upon completion, the senior

32 Liu, supra note 19, at 50–51.
34 Liu, supra note 19, at 52.
35 Id. at 52–53.
38 Id. at 782.
39 Id.
A lawyer would then reassemble the case to show the associates how everything fits together.\textsuperscript{41}

According to Dreyfus and Dreyfus, the traditional approach is wrong; in fact, they note that learners may acquire new skills by starting with abstract rules and arriving at particular cases, which is the opposite direction of the traditional approach.\textsuperscript{42} They demonstrate this thesis by showing how someone learns to drive a car: “Normally, the instruction process begins with the instructor decomposing the task environment into context-free features that the beginner can recognize without the desired skill. The beginner is then given rules for determining actions on the basis of these features, like a computer following a program.”\textsuperscript{43} The learner needs classroom instruction to further understand how different signals—here, engine sound and speed—indicate that actions need to be taken.\textsuperscript{44} In practical settings, learners apply these understandings and develop into a situational learner knowing what an engine sounds like when it is necessary to change gears.\textsuperscript{45} However, as a learner becomes competent, the potential array of actions and maneuvers a driver can take becomes overwhelming and the driver starts to pare back actions into a set of trusted actions.\textsuperscript{46} Drivers seek rules to govern situations, such as what actions are appropriate when leaving a motorway.\textsuperscript{47} In addition, drivers make emotional investments in the actions they take; they need, instead of analyzing actions, to “let them sink in.”\textsuperscript{48} As drivers become proficient, they can begin to recognize situations, but they must decide which action is the correct action to take in a situation; thus, mental computations are always occurring.\textsuperscript{49} As Dreyfus and Dreyfus note,\textsuperscript{41} the proficient performer, immersed in the world of skillful activity, sees what needs to be done, but decides how to do it. The expert [driver, however,] not

\begin{itemize}
\item \textsuperscript{41} See id.
\item \textsuperscript{42} Dreyfus & Dreyfus, supra note 37, at 782.
\item \textsuperscript{43} Id.
\item \textsuperscript{44} Id. at 782–83.
\item \textsuperscript{45} Id. at 783.
\item \textsuperscript{46} Id. at 783–84.
\item \textsuperscript{47} Id. at 784.
\item \textsuperscript{48} Id. at 786.
\item \textsuperscript{49} Id. at 787.
\end{itemize}
only sees what needs to be achieved; thanks to a vast repertoire of situational discriminations, he or she also sees immediately how to achieve the goal.\textsuperscript{50}

This is the point where one’s brain and emotions work together, resulting in an “immediate intuitive situational response that is characteristic of expertise.”\textsuperscript{51}

In the field of chess, the work of de Groot\textsuperscript{52} and Chase and Simon\textsuperscript{53} explore how similar thought processes are discerned in masters and grandmasters. Using pattern recognition and intuition, rather than conscious calculation and evaluation, chess masters arrive at their next move much more rapidly than novice and intermediate players.\textsuperscript{54} Chase and Simon found that the chess master “only recall[ed] about 16 pieces out of 24 or 25 pieces in the middle games, whereas de Groot’s [m]asters were getting 23 and 24 out of 25 pieces.”\textsuperscript{55} Chase and Simon further found that a chess master thought in chunks, or configurations of pieces, which were larger than those of other players.\textsuperscript{56} They further estimated that achieving master status took around 30,000 hours of practice compared to the 3,000 hours it took to reach Class A level.\textsuperscript{57}

Professionals behave similarly to drivers and chess players. Schmidt and Rikers discussed the acquisition of medical diagnostic expertise and referred to knowledge encapsulation as a key attribute

\textsuperscript{50} Id.

\textsuperscript{51} Id.


\textsuperscript{53} See William G. Chase & Herbert A. Simon, Perception in Chess, 4 Cognitive Psychol. 55 (1973) [hereinafter Chase & Simon, Perception].

\textsuperscript{54} Id. at 55–56.


\textsuperscript{56} Chase & Simon, Perception, supra note 53, at 77.

\textsuperscript{57} See Chase & Simon, Mind’s Eye, supra note 55, at 219 (“By a rough estimate, the amount of time each player has spent playing chess, studying chess, and otherwise staring at chess positions is perhaps 10,000 to 50,000 hours for the Master; 1,000 to 5,000 hours for the Class A player; and less than 100 hours for the beginner.”). Chase and Simon define a Class A player as a “[g]ood amateur.” Herbert A. Simon & William G. Chase, Skill in Chess, 61 Am. Scientist 394, 395 (1973).
of expertise development. Rather than following hypothetico-deduction, experts already have a wide range of diagnostic material in their memory which fits the clinical experience. Similar to a chess player’s chunks, these encapsulations give rise to “illness scripts,” which allow expert doctors to exclude conditions that are not relevant to the symptoms or syndromes at hand. Flood has shown how corporate lawyers are frequently called upon to arrive at solutions to problems presented by clients, often at a moment’s notice. Expertise denotes performative attributes as part of its arsenal: one must be seen to be an expert as well as be an expert, or to “act like a savant” even when he does not actually feel sure. Since we cannot see how consciousness works, at least not in a full sense—in other words, we can see how the brain responds to stimuli, but not know how or if that equates to consciousness—we must assume, like Michael Polanyi, that within us, there is a tacit knowledge that is not clearly articulated, but to which we can appeal.

Whether expertise is only an internal phenomenon within the brain is something we cannot yet answer. But, for professionals, as for other experts, expertise and knowledge are not acquired in isolation.

---

59 Id. at 1133.
60 Id. at 1135.
61 Flood, supra note 31, at 96.
64 See Michael Polanyi, The Tacit Dimension 22–23 (1966). Tacit knowledge enables us to overcome Meno’s paradox—“that to search for the solution to a problem is an absurdity; for either you know what you are looking for, and then there is not problem; or you do not know what you are looking for, and then you cannot expect to find anything.” Id. at 22.
65 Liu, supra note 19, at 52.
expertise of individuals and groups. For some, this might manifest itself in communities of practice (“COPs”), which somewhat resemble guilds with leaders and conveners but do not have all the formal trappings. Some COPs are created, while others emerge from situations that require action. Additionally, Edwards shows how common knowledge and expertise can be formed at the boundaries of different groups through relational agency. Callon demonstrated how knowledge could be an artifact of networks in his analysis of the exploitation of scallops at St. Brieuc Bay. This analysis explored how the scallop population is declining due to overfishing and predators. Scientists studying scallops know very little, especially if the larvae anchor themselves. To constitute a new knowledge of scallops, the scientists had to form alliances and “enroll” the other actors in the project. This could not be taken for granted, as interests could shift out of alignment from the project. Unlike COPs, which appear to come together and stay together, Callon’s groups are far more contingent on how they produce

66 Id.
70 See Callon, supra note 16, at 57–61 (discussing how three series of actors—fishermen, scallops, and scientific colleagues—formed an interconnected web that produced knowledge related to a single research question).
71 Id. at 57–58, 61.
72 Id. at 58–59, 65.
73 Id. at 62–66.
74 Id. at 62–64.
knowledge and their social relations that create knowledge are fragile.\textsuperscript{76} What is present here, according to Eyal, is a type of co-production that constitutes networks of expertise, populated by professional and lay experts who work together to create the expertise.\textsuperscript{77}

Even if we assume networks are necessary for the production of professionals’ knowledge, there remains an element of mystery. A profession was, in the eighteenth century, a “vocation”\textsuperscript{78}—something which professions still like to claim.\textsuperscript{79} During this time, professions had exclusive access to special knowledge, turning them into a “mystery,” which “was further sustained by an appropriate demeanour and clothing.”\textsuperscript{80} “The long-term growth of the professions therefore depended upon favourable cultural dynamics as well as upon economic opportunity.”\textsuperscript{81} It was essential for professions to exercise their expertise in social contexts; their knowledge could not be merely academic—that is, knowledge for the sake of knowledge—it had to have meaning and that meaning came through exchange.\textsuperscript{82} The question that would then arise was, to what extent could professionals control such an exchange?

According to Collins and Evans, expertise comes in various guises from ubiquitous to specialist.\textsuperscript{83} Ubiquitous expertise belongs to all members of society and, by its own nature, is not esoteric.\textsuperscript{84} Collins and Evans also draw distinctions between knowledge gained by individual pursuit and knowledge absorbed by virtue of being

\begin{footnotesize}
\textsuperscript{76} See Callon, supra note 16, at 62–64.
\textsuperscript{78} Penelope J. Corfield, \textit{Power and the Professions in Britain 1700–1850}, at 20 (1995).
\textsuperscript{79} Richard Susskind & Daniel Susskind, \textit{The Future of the Professions: How Technology Will Transform the Work of Human Experts} 10 (2015) (“Beyond their social and economic significance, being a professional, for many practitioners, is seen to be a labour of love and not simply labour for a wage. It is considerably more than holding down a job. Many of the most fulfilled professionals refer to their daily activities as a calling or vocation: not so much a job as a way of life.”).
\textsuperscript{80} Corfield, supra note 78, at 20–21.
\textsuperscript{81} Id. at 23.
\textsuperscript{82} Id. at 23–24.
\textsuperscript{83} Harry Collins & Robert Evans, \textit{Rethinking Expertise} 13–14 (2007).
\textsuperscript{84} Id. at 13–23.
\end{footnotesize}
The earlier example of chess playing can be interpreted through the lens of contributory and interactional expertise. Learning chess moves is the acquisition of primary source knowledge, achieved alone or in groups; but, to elevate oneself to grandmaster level, one must combine interactional and contributory expertise. A chess player must immerse herself in the milieu of chess, play with expert players, and become fluent and conversant with the field to be accepted as a member. Such a process would be similar for expertise in professional fields, like law, medicine, and accounting. To achieve expertise in their prospective fields, lawyers train with senior lawyers, doctors complete rounds with attending physicians, and accountants join teams for audits, illustrating how full admission and entry into the professions is necessarily social and interactional. Acquiring specialist expertise, therefore, is a social activity,

---

85 Id. at 17–18.
86 Id. at 22–23.
87 Id. at 27.
89 Collins & Evans, supra note 83, at 24.
90 Id. at 28, 30.
92 See Ericsson et al., supra note 62, at 117; Clark, supra note 62; Hyatt, supra note 62.
93 E.g., Swaine, supra note 40, at 4–5.
94 See Dreyfus & Dreyfus, supra note 37, at 789–90.
95 Holly R. Rudolph & Robert B. Welker, The Effects of Organizational Structure on Communication Within Audit Teams, AUDITING, Fall 1998, at 1, 1.
96 Collins & Evans, supra note 83, at 14; Liu, supra note 19, at 52–53.
and would be extremely difficult—if not impossible—to achieve alone. In Collins and Evans’s terms, “‘ nculturation’ is the only way to master an expertise which is deeply laden with tacit knowledge because it is only through common practice with others that the rules that cannot be written down can come to be understood.” Figure 1 is a reproduction of Collins’s diagram, which illustrates how expertise is a combination of individual and social forms of knowledge.

Figure 1: A three-dimensional model of the acquisition of professional knowledge.

---

97 Collins & Evans, supra note 83, at 7 (“Most levels of expertise are learned through social interaction and they are maintained through social interaction. . . . [C]oming to ‘know what you are talking about’ implies successful embedding within the social group that embodies the expertise.”).

98 Id. at 24. This also applies to our example of learning to drive, which universally is a ubiquitous expertise of little esoteric value. Collins, Three Dimensions of Expertise, supra note 33, at 12; see also Dreyfus & Dreyfus, supra note 37, at 782–88. However, a Formula One driver is imbued with highly esoteric skills vastly different from ordinary drivers. Collins, Three Dimensions of Expertise, supra note 33, at 12. And those racing skills can only be improved by the gaining of tacit knowledge. See id.

99 Collins, Three Dimensions of Expertise, supra note 33, at 6, 9.
The knowledge and expertise of a specialist professional—here, a lawyer—starts as a novice lawyer, already in possession of esoteric knowledge acquired in law school.\textsuperscript{100} For this reason, the professional is at the top of the esotericity axis instead of at zero.\textsuperscript{101} By moving from the front-top-left corner to the rear-top-left corner, the individual acquires greater knowledge, but can never be totally competent unless the individual acquires tacit knowledge by moving rightward.\textsuperscript{102} According to this model, the most expert lawyer will be located at the rear-top-right corner, indicating that they have reached the maximal combination of tacit and esoteric knowledge.\textsuperscript{103} The white space in the diagram at the top left- and right-hand sides are purposely left blank because an individual cannot go beyond certain limits alone—tacit knowledge is necessary in order to move beyond competence and acquire true expertise.\textsuperscript{104} Collins calls this left-side empty space the “epistemological void.”\textsuperscript{105} “The front right hand empty space, called the ‘sociological void’, is there because if one has some exposure to the tacit knowledge of the domain but fails to make progress one is likely to be expelled from the community of those who have it.”\textsuperscript{106} Thus, to maintain a position within a profession, interaction with other members is required.

To see how these different kinds of expertise play out in the legal professional sphere, thus demonstrating Collins and Evans’s thesis, we present a story by Gulati and Scott of how sovereign debt contracts are written, which illustrates how contingent and interactional professional knowledge can be.\textsuperscript{107} For this type of work involving large law firm lawyers\textsuperscript{108} drafting contracts for sovereign countries, the context is in big corporate law firms.\textsuperscript{109} These firms have many

\begin{flushleft}
\textsuperscript{100} Collins, Three Dimensions of Expertise, supra note 33, at 9 (using gravitational wave physics to explain an esoteric domain).
\textsuperscript{101} Id.
\textsuperscript{102} Id. at 9–10.
\textsuperscript{103} Id.
\textsuperscript{104} Id.
\textsuperscript{105} Id. at 10.
\textsuperscript{106} Id.
\textsuperscript{107} See Gulati & Scott, supra note 2, at 9–32.
\textsuperscript{108} Please note that the authors use the terms “large” and “elite” interchangeably to indicate the same classification of law firm.
\textsuperscript{109} Gulati & Scott, supra note 2, at 17.
\end{flushleft}
precedents and contract templates stored in their computer drives.\footnote[110]{Id. at 9.}

While this firm-specific knowledge might appear impressive, Ribstein argued there is little research and development performed to create new knowledge or improve the status of existing knowledge.\footnote[111]{See Larry E. Ribstein, The Death of Big Law, 2010 Wis. L. Rev. 749, 785.} Law firms do not innovate because the returns from investment are low.\footnote[112]{See Henderson, supra note 1, at 421 (describing how innovation is very much a social process and lawyers operate within a pack mentality, so the issue of returns might be due to perception rather than actual economics).}

In an interview with the late Harvey Miller, the doyen of bankruptcy lawyers in New York,\footnote[113]{Michael J. de la Merced, Harvey R. Miller, Renowned Bankruptcy Lawyer, Dies at 82, N.Y. TIMES (Apr. 27, 2015), https://www.nytimes.com/2015/04/28/business/harvey-r-miller-renowned-bankruptcy-lawyer-dies-at-82.html.} Miller told Flood that whenever he created some new legal strategy or tactic, it would have a half-life of about three days before everyone else used it.\footnote[114]{See John Flood, Harvey Miller RIP, JOHN FLOOD BLOG (Apr. 27, 2015, 10:41 PM), http://johnflood.blogspot.com/2015/04/harvey-miller-rip.html#links. The interview, conducted in 1996 for a project on the Maxwell bankruptcy, is on file with Flood.}

Of course, clients knew and respected Miller’s creativity and rewarded it, no matter how short-lived it was.\footnote[115]{See id.}

One example of the lack of research and development in law firms is evident in the discussion of pari passu clauses.\footnote[116]{See Gulati & Scott, supra note 2, at 13–17. In Latin, \textit{pari passu} means “in equal step.” Id.}

In the context of unsecured corporate debt, this language has a recognized meaning. The clause ensures that the debt will have the same priority as all the borrower’s other unsecured debt in the event of a liquidation. In a corporate bankruptcy, for example, an equal share of the proceeds of any liquidation will be distributed among all holders of \textit{pari passu}-ranking debts (after higher priority creditors are paid). However, sovereign borrowers do not go into bankruptcy and cannot be liquidated. When a sovereign defaults, no judicial officer supervises the distribution of sovereign assets in accordance with creditors’ respective priorities. In the context of sovereign lending, then, it is fair to say that no one really knows what the \textit{pari passu} clause means, something that even eminent practitioners have long acknowledged.

to Gulati and Scott, sovereign debt contracts always contain *pari passu* clauses, even though it can be difficult to sue sovereigns.\textsuperscript{117} When Elliott Associates, a hedge fund, successfully sued to have the plain meaning of the clause applied, the decision shocked those who drafted the contracts as they did not expect this interpretation.\textsuperscript{118} Did this lawsuit result in these elite lawyers redrafting their contracts? On the whole, no.\textsuperscript{119} Gulati and Scott delved deeper to find the reasons for this clause’s existence.\textsuperscript{120} It seemed no one could really explain why or how this clause had been inserted in the first place or why it endured.\textsuperscript{121} Indeed, one of their interviewees told them that it took about “three and a half minutes” to produce such a contract,\textsuperscript{122} but another stated that no one knows what the clause means.\textsuperscript{123} We do know that it can be important to obtain the imprimatur of an elite, large law firm for the business community to accept the validity of the transaction, otherwise there can be doubt,\textsuperscript{124} but does that mean we can be secure in the knowledge encapsulated in the agreement? That is difficult to answer definitively.

If we see this type of arcane knowledge as being intelligible only to the priesthood, then, in this field of law, it is hard to see how Eyal’s idea of the collaborative and extensive nature of expertise—that is, one that is formed by intra- and extra-professional sources—holds.\textsuperscript{125} The very constitution of this idea is an internal matter

\begin{footnotes}
\footnote{Gulati and Scott, supra note 2, at 12–16; William W. Bratton, *Pari Passu and a Distressed Sovereign’s Rational Choices*, 53 EMORY L.J. 823, 823–24 (2004).}
\footnote{See id. at 109–18.}
\footnote{Eyal, supra note 77, at 872–73, 875–77.}
\end{footnotes}
based on tacit knowledge with little apparent regard to the outside world, until the outside world intrudes by the gathering pace of court decisions. The constituents of the network are the elite lawyers and law firms and the histories of their documents along with their banking clients, which represent a world confined to them and their mystery. Even though they analyzed many sovereign debt contracts, Gulati and Scott were unable to discover why their form persisted for so long without change. Studies, in both law and other fields, suggest this case may be an outlier. Contract drafting is increasingly outsourced to legal process outsourcing companies who use machine learning to streamline the document creation process. In the next Part, we build upon these ideas of professions and explore ways in which machine learning affects the formation and distribution of information within concepts of professions—particularly, in law.

becomes more powerful and influential by virtue of its capacity to craft and package its concepts, its discourse, its modes of seeing, doing, and judging, so they can be grafted onto what others are doing, thus linking them to the network and eliciting their cooperation. . . . By “co-production” I mean, following Rabinharisoa and Callon, the opposite of autonomy, namely, that a network of expertise becomes more powerful and influential by virtue of involving multiple parties—including clients and patients—in shaping the aims and development of expert knowledge.

Id. at 875–76 (internal citations omitted).

126 We could argue that the pari passu network eventually included, but not by choice, the plaintiffs, Elliott Associates. See Robin Wigglesworth & Benedict Mander, Argentina on the Cusp of Peace with Creditors, FIN. TIMES (Feb. 16, 2016), https://www.ft.com/content/9766ee16-d31f-11e5-8887-98e7feb46f27.

127 See GULATI & SCOTT, supra note 2, at 18–30.

128 See id. at 33–34.

129 See, e.g., YVES DEZALAY & BRYANT G. GARTh, DEALING IN VIRTUE: INTERNATIONAL COMMERCIAL ARBITRATION AND THE CONSTRUCTION OF A TRANS-NATIONAL LEGAL ORDER 5–8 (1966) (discussing the reasoning behind and the importance of arbitration); Flood, Lawyers as Sanctifiers, supra note 124, at 38, 47; Liu, supra note 19, at 52–53.

II. MACHINE LEARNING AND THE PROFESSIONS

The impact of machine learning cannot be underestimated in modern society. Frey and Osborne found that close to fifty percent (50%) of all jobs are at risk of automation.131 While one may think law is impervious to this kind of change, the reverse is true. As we saw from the pari passu story, much of what lawyers do is repetitive.132 If it takes all of three and a half minutes to prepare a sovereign debt contract, then others cannot be far behind.133 Standardizing and optimizing the creation of contracts removes the element of negotiating each contract from scratch each time.134 Additionally, when a corporation may be involved in hundreds or thousands of contracts each year, automation seems inevitable. In fact, companies, such as Radiant Law, use technology to assist businesses in managing high volumes of contracting across areas like licensing, non-disclosure agreements, and procurement.135

Machine learning is a technology that enables computers learn directly from data.136 According to a report written by The Royal Society, there are three branches of machine learning:

---

131 Carl B. Frey & Michael A. Osborne, The Future of Employment: How Susceptible Are Jobs to Computerisation?, 114 TECHNOLOGICAL FORECASTING & SOC. CHANGE 254, 265 (2017) (“According to our estimate, 47% of total US employment is in the high risk category, meaning that associated occupations are potentially automatable over some unspecified number of years, perhaps a decade or two.”).
132 See GULATI & SCOTT, supra note 2, at 9; supra text accompanying notes 116–23.
133 GULATI & SCOTT, supra note 2, at 9.
134 The In-House Guide to Legal Document Automation, RADIANT L., https://radiantlaw.com/uploads/files/Radiant%20Law%20In-House%20Guide%20to%20Legal%20Document%20Automation.pdf (last visited Dec. 13, 2018) [hereinafter In-House Guide] (“Document automation allows you to ensure that users are always going to the right place to create their contracts. This means that you can keep updating the template as you identify improvements that are coming out of negotiations or as the business changes its products and needs. These iterative improvements allow you to ‘knock the edges’ off your contracts, getting rid of needless negotiation and having a far greater impact on the end-to-end speed to enter into contracts than just speeding up the drafting stage.”).
135 Id.
1. Supervised learning, where the system learns with labeled data;
2. Unsupervised learning, where one “learn[s] without labels” by, for example, creating clusters to which data is assigned; and
3. Reinforcement learning, where agents in the system use previous experiences to learn the consequences of their decisions so that they can maximize their rewards.\textsuperscript{137}

Some typical applications of machine learning include recommender systems, as used by Amazon and Netflix, that offer products and films based on interests and prior purchases.\textsuperscript{138} Spam filters also use machine learning to sort out junk email by training the system to detect words commonly found in spam emails.\textsuperscript{139} Further, voice recognition systems, like Apple’s Siri or Amazon’s Alexa, use machine learning to answer commands and questions.\textsuperscript{140}

The progression of machine learning can be understood and illustrated through the development of the relationship between board games and AI,\textsuperscript{141} which resonates with Dreyfus and Dreyfus’s study of expertise and learning to play chess.\textsuperscript{142} An IBM researcher in the 1950s and 1960s “wrote a machine learning program that could play checkers” and learn from its moves—both the good and the bad.\textsuperscript{143} Although the program did not achieve the level of expert, it played above average.\textsuperscript{144} In 1997, IBM’s Deep Blue beat Garry Kasparov, a chess grandmaster, at chess.\textsuperscript{145} Deep Blue was able to “process over 200 million moves per second” to find the best move.\textsuperscript{146} Because chess and checkers are played on eight-by-eight boards, such computations are feasible.\textsuperscript{147} In 2016, Google DeepMind’s AlphaGo played a series of matches against a reigning Go player, Lee

\textsuperscript{137} Id. at 20.
\textsuperscript{138} Id. at 22.
\textsuperscript{139} Id.
\textsuperscript{140} Id. at 22–23.
\textsuperscript{141} Id. at 26.
\textsuperscript{142} See Dreyfus & Dreyfus, supra note 37, at 782–88.
\textsuperscript{143} THE ROYAL SOC’Y, supra note 136, at 26.
\textsuperscript{144} Id.
\textsuperscript{145} Id.
\textsuperscript{146} Id.
\textsuperscript{147} See id.
Sedol. Over two thousand years old, Go “is a game with relatively simple rules . . . but it is incredibly complex, due to the huge number of potential moves.” Go is played on a nineteen-by-nineteen board, making it harder than chess: “After the first two moves of a Chess game, there are 400 possible next moves,” while “there are close to 130,000” in Go. For both humans and machines, attempting to compute all possible moves in Go would make it potentially take years to finish one game. Because of this, humans use intuition to play Go. Researchers, using neural networks, “trained AlphaGo on 30 million moves from games played by humans,” then “used reinforcement learning to allow AlphaGo to learn from thousands of games it played against itself.” The matches against Sedol resulted in AlphaGo winning four games out of the five played. One year later, AlphaGo surpassed that level and its only realistic competitor was itself.

Generally, with the improvement in machine learning and automation, the need for unskilled labor declines. Because particular roles can be easily automated, we can outrun our capacity to create new roles. In fact, it is anticipated that up to forty-seven percent (47%) of total employment in the United States is at high risk of automation. The Royal Society report on machine learning also confirms that significant proportions of jobs around the world, such as those in the United Kingdom, are susceptible to automation in the
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148 Id. at 27.
149 Id.
151 See id.
152 Id.
153 THE ROYAL SOC’Y, supra note 136, at 27.
154 Id.
155 Id. at 258.
156 Id. at 254 (“Indeed, over the past decades, computers have substituted for a number of jobs, including the functions of bookkeepers, cashiers and telephone operators.”).
157 Id. at 258.
158 Id. at 265.
future. Machine learning, however, has brought a new dimension to automation: both routine and non-routine jobs are now capable of being performed by machines. This kind of automation potentially affects professional services.

Before we examine how law and legal services are disrupted by machine learning, we want to add another perspective to professions that connects to the discussion of expertise and tacit knowledge. In a study of French medical practice, Jamous and Peloille showed that medical practitioners faced a dilemma: if they explained the complexity of their work in clear technical terms, it could be captured by others who could predict how the work should be performed, removing the uniqueness and competitive edge of their discovery.

The essence of this dilemma is similarly captured by the “theatrics” which accompanied the invention of the obstetrical forceps that revolutionized childbirth. Being a relatively low-technical invention, obstetrical forceps would have been very easy to replicate if anyone had access to them, and that is likely why the Chamberlen family went to extraordinary lengths to protect their invention and professional secrets for more than 100 years. Forceps are typically as small as 23 centimeters, and weigh only 600 grams—and yet, “[the Chamberlens] are said to have arrived at the house of whichever woman it might be in a special carriage.” They were accompanied by a huge box, deliberately carried by two men in order to lead witnesses
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159 THE ROYAL SOC’Y, supra note 136, at 103–04.
160 Id. at 100–02.
161 Id. at 67.
165 See GRAHAM, supra note 163, at 188.
to believe that it contained some massive and highly complicated machine. The labouring woman was blindfolded lest she should see the Secret. Only Chamberlens were allowed in the locked lying-in room, from which the terrified relatives heard peculiar noises, ringing bells, and other sinister sounds as the Secret went to work.\textsuperscript{166}

Technicality, therefore, had the negative consequence of reducing barriers to entry. To maintain closure and some mystery, there needed to be an element that was inaccessible to the lay person, something indeterminate, which could be judgment, interpretation, or tacit knowledge. However, if the knowledge base appeared to be entirely indeterminate, then it would be simple for other groups to claim equivalent knowledge as truth claims would be unverifiable. For a profession to succeed as a profession and maintain closure, it would need to find the right position in the indeterminacy/technicality ratio.\textsuperscript{167} We can see how professions achieve the right ratio through the manner in which professional experts display their knowledge, almost as a kind of intuition.

A. Machine Learning and Law

Machine learning has, and will continue to have, an enormous impact on the delivery of legal services and the law.\textsuperscript{168} Some areas of law, such as parking offenses, are considered so trivial that lawyers ignore them, which leads to a void that is filled by machine learning solutions.\textsuperscript{169} For example, DoNotPay is a chatbot based on

\textsuperscript{166} Id.
\textsuperscript{167} See Jamous & Peloille, supra note 162, at 112 (discussing the Indetermination/Technicality ratio).
\textsuperscript{169} For current machine learning solutions in the legal profession, see Edgar Alan Rayo, AI in Law and Legal Practice – A Comprehensive View of 35 Current
IBM’s Watson that asks questions about parking tickets to find grounds for appealing the tickets.\textsuperscript{170} Other areas amenable to AI are legal research and document review.\textsuperscript{171} These tasks are typically carried out by junior lawyers and are part of the training that lawyers are supposed to undergo in law firms.\textsuperscript{172} ROSS Intelligence, like DoNotPay, uses AI to query big data on legal fields like bankruptcy, intellectual property, and labor law.\textsuperscript{173} Both DoNotPay and ROSS use natural language processing, eliminating the need for lawyers to become acquainted with the technicalities of the system because the work is done in text.\textsuperscript{174} Ravel Law, another AI-based research tool, moves lawyers into a visually driven dimension.\textsuperscript{175} Using visual analytics, Ravel Law allows lawyers to see the relationships between cases based on a variety of research terms.\textsuperscript{176} In the area of document analysis, systems like Kira, for example, search for particular
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\textsuperscript{171} McGinnis & Pearce, supra note 168, at 3047–50.

\textsuperscript{172} Remus & Levy, supra note 170, at 524, 532, 531–32 tbl.3.

\textsuperscript{173} \textit{Id.} at 503, n.4, 521–23; ROSS Coverage, ROSS, https://rossintelligence.com/ross/coverage/ (last visited Dec. 21, 2018); see Rayo, supra note 169 (noting BakerHostetler, for example, employed ROSS in its bankruptcy department).

\textsuperscript{174} See Remus & Levy, supra note 170, at 521–23; Mannes, supra note 170; Rayo, supra note 169.


\textsuperscript{176} \textit{Our Products}, supra note 175; see also Remus & Levy, supra note 170, at 524–25.
provisions across repositories of contracts.\textsuperscript{177} Similarly, Luminance is an AI system for analyzing documents on a large scale, which has been adopted by a significant number of law firms.\textsuperscript{178} All of these machine learning developments demonstrate the rapid progress that is being made, and how the line is often blurred between “undesirable” legal work and “unimportant” legal work.

These are merely a few examples of the kinds of automation appearing in the legal world today. Compared to AI used in other professions—medicine (oncology diagnosis)\textsuperscript{179} and engineering (bridge stability)\textsuperscript{180}—legal AI is in a simple stage.\textsuperscript{181} There are a number of reasons for this. Law has responded slowly to technological changes over its existence; it is not immune from change. For example, the printing press, the telephone, and the word processor changed the production and organization of law and legal practice.\textsuperscript{182} Machine learning is simply a continuation—albeit a more radical one. We argue, however, that law is slow to adopt new technologies because it lacks a scientific base from which to analyze its needs with respect to technology.\textsuperscript{183} As Jamous and Peloille point

\textsuperscript{177} How It Works, KIRA Sys., https://www.kirasystems.com/how-it-works/ (last visited Dec. 14, 2018); see also Remus & Levy, supra note 170, at 514.


\textsuperscript{181} McGinnis & Pearce, supra note 168, at 3046, 3065.


\textsuperscript{183} The Association of Corporate Counsel is setting benchmarks for technology, cybersecurity, and the like. Press Release, Ass’n of Corp. Counsel, Cybersecurity Role, Spend on the Rise for Corp. Legal, ACC Found. Cybersecurity Report
out, the first teaching hospitals in France appeared at the beginning of the nineteenth century, whereas law had no equivalent institution that engaged in scientific research or development at that time. Law schools focused on academic pursuits, while only a few established connections with legal practice. Even continuing professional development was separate from the academy. Admittedly, some lawyers in early twentieth century New York tried to depict law as scientifically based following tenuously from Dean Langdell’s attempt to scientize the legal curriculum at Harvard Law School by cloning the model of the “chemistry laboratory” in the 1870s. The nearest institutional equivalent arguably might be the large law firm, especially as envisaged in the Cravath system, but, at best, that is tenuous. Cravath created his law firm as a training institution different from other law firms at the time. Junior lawyers would receive training and, if proficient after a number of years, could be elected to partnership. The law firm thus had two ranks: partners and associates. While it built up skills in young lawyers,


184 Jamous & Peloille, supra note 162, at 127–31 (discussing the rise of the French teaching hospital).
186 See Gordon, supra note 185, at 72–76; STEVENS, supra note 29, at 51–57.
187 See STEVENS, supra note 29, at 51.
188 See Gordon, supra note 185, at 72–73, 75–76.
189 STEVENS, supra note 29, at 55–56, 52–53 (noting that Langdell saw law as a science, to be learned in a library, like a chemist learns in a laboratory).
190 SWaine, supra note 40, at 4–5.
191 See id. at 1–12 (detailing the “Cravath system,” which “[did] not follow the practice of many other offices of leaving small routine matters entirely to young men fresh from law school without much supervision, on the theory that a man best learns how to handle cases by actually handling them”).
192 Id. at 4–5, 7–8.
193 Id.
the system as a whole no longer sustains wholesale training of novice lawyers. This structural change to the profession is something in which Deloitte has voiced a series of predictions. In the face of the drive towards adopting technology, Deloitte predicted that the concept of “law firms” in the United Kingdom would transform into organizations composed of a small number of equity partners with larger groups of long-term and short-term employees. Moreover, Deloitte also predicts that up to thirty-nine percent (39%) of legal jobs could be automated. The preceding argument shows that law has lacked the established scientific base of other disciplines, and thus, with no internal forces to push it towards a research and development frame of thinking, law has essentially been subject to external forces compelling it to change.

Machine learning has the potential to alter perceptions of expertise in the professions. In some cases, professionals will be replaced by machines, and in others, the professionals’ expertise will be augmented by AI. Figure 2 revisits the Expertise-Space Diagram and shows that, as with AlphaGo, machine learning—here, called “algorithm”—is outside the three-dimensional box because machine learning cannot yet acquire tacit knowledge as it has no interactional expertise in the sense that it is not part of a community. But, as

196 Jane Croft, Artificial Intelligence Closes In on the Work of Junior Lawyers, FIN. TIMES (May 4, 2017), https://www.ft.com/content/f809870c-26a1-11e7-8691-d5f7e0cd0a16 (discussing DELOITTE, supra note 195).
198 At a theoretical level, we could equate this lack of interactional expertise to what occurs in the Turing Test, which is when a computer convinces human interrogators that the machine is, in fact, human. Gary Marcus, What Comes After the Turing Test?, NEW YORKER (June 9, 2014), https://www.newyorker.com/tech/annals-of-technology/what-comes-after-the-turing-test?reload=true. Machines do this through pattern recognition, just as AI already does. See id. According to Marcus, most programs usually fail when the “conversations” stray further away.
Collins demonstrates with chess machines, the algorithm is not constrained by the rear wall in its knowledge expansion.\textsuperscript{199}

Figure 2: Expertise-Space Diagram of professional expertise augmented by machine learning.\textsuperscript{200}

![Expertise-Space Diagram](image)

Although machine learning has radical potential for disruption,\textsuperscript{201} other technologies will add to that disruption, which will further redefine professions and knowledge. The next Section discusses the impact of a newer technology: Blockchain.

\textsuperscript{199} Collins, Three Dimensions of Expertise, supra note 33, at 19–21. Another way of looking at this is the distinction between mimeomorphic and polimorphic actions. Mimeomorph actions are based on imitating repetitive behaviors, whereas polimorphic actions depend on social understanding of changing circumstances. Collins & Evans, supra note 83, at 27. Machines are ideally suited for the former but incompetent at the latter. \textit{Id}. Actions within the three-dimensional box are polimorphic, while those outside the three-dimensional box are mimeomorph. \textit{See id.}

\textsuperscript{200} Collins, Three Dimensions of Expertise, supra note 33, at 19.

\textsuperscript{201} Here, the view of disruption derives from Clayton Christensen on sustaining and disruptive innovation. \textit{See} Clayton M. Christensen, Michael Raynor &
B. Blockchain, Professions, and Society

Compared to copyright, chess, driving tests, forceps, and the concept of AI, Blockchain is a new technological structure, which has been created within the last ten years, and its applications have been exponentially expanding over the past few years.\footnote{Robert Hackett, Why Big Business Is Racing to Build Blockchains, FORTUNE (Aug. 22, 2017), http://fortune.com/2017/08/22/bitcoin-ethereum-blockchain-cryptocurrency/.} Blockchain is the technical and theoretical structure that Bitcoin, cryptocurrencies, and other token-driven technologies operate upon.\footnote{Id.} It was Satoshi Nakamoto who put forward the thesis for Bitcoin, a peer-to-peer system for transactions that would be distributed and immutable.\footnote{See Satoshi Nakamoto, Bitcoin: A Peer-to-Peer Electronic Cash System, SATOSHI NAKAMOTO INST. (Oct. 31, 2008), https://nakamotoinstitute.org/static/docs/bitcoin.pdf.} Nakamoto’s ideas focused around cryptocurrencies that would transmit value independently of fiat currencies.\footnote{Id. at 1.} The central ideas are that the Blockchain (a ledger) recording transactions would be decentralized so that everyone using the Blockchain would have a copy.\footnote{Id. at 5.} To prevent double spending and other attempts at fraud, the system would necessitate a cryptographic conundrum that would need to be solved by the community.\footnote{Id. at 1–2, 5.} This “proof-of-work” system had to be complex enough to make it redundant for hackers to try a brute-force approach, but still easily solved to entice the community to try and solve the conundrum.\footnote{Id. at 3–4.} Once the conundrum is solved and recorded in the Blockchain, the record is permanent and unchangeable.\footnote{See id. at 3.} Solving it would also reward the solver with Bitcoin and the results would be distributed to the community, thus creating consensus.\footnote{See id. at 3–4.} Furthermore, the system contained its own incentives to promote good and productive behavior.\footnote{See id. at 4.}

The Bitcoin Blockchain is limited in its aims, which has stimulated others to create new kinds of Blockchain that carry out different tasks. For example, Vitalik Buterin created the Ethereum Blockchain in 2013, which launched in 2015, as a globally distributed computer platform that would run smart contracts (distributed applications) without intervention from, or need for, from third parties. Ethereum enables the possible construction of immediate contract implementation as well as the possibility of distributed autonomous organizations (“DAOs”). Wüst and Gervais define a DAO as follows:

A Decentralized Autonomous Organization (DAO) is an organization that is run autonomously through a set of smart contracts. In contrast to traditional organizations or companies, there is no central control or management. Instead, a DAO is defined by a set of rules encoded in smart contracts that define how the DAO behaves and how it evolves. Typically, a DAO has many investors that then decide by voting how the funds of the DAO should be invested. As the goal of such an organization is to be governed in a completely decentralized way and the investors gen-
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214 Bajpai, supra note 212.
eraly don’t know or trust each other, a permission-
less blockchain is naturally a good fit for such a de-
sign . . . .

Smart contracts are code that executes a set of instructions without intervention as long as certain conditions are met. Consider a smart contract that entails the delivery of goods by ship from one part of the world to another. The smart contract could be set up to make payments along the delivery route—assuming the GPS records appropriate distances and the temperature gauges record correct temperatures and humidity readings—such that, by the time of final delivery, the contract will have been completely executed.

As this point, the distributed applications (“Dapps”), or the software that runs on Blockchain, are still in their infancy and relatively few projects have been brought to fruition. There are, however, fascinating and encouraging projects in the works. The Chicago real estate title transfer pilot project, for instance, successfully transfers a title peer-to-peer on the Bitcoin Blockchain using a colored coin. The title is recorded immutably in the Blockchain, effectively preventing fraudsters from attempting to overlay a fake title

\footnotesize


217 See MARKUS KÜCKELHAUS ET AL., DHL CUSTOMER SOLS. & INNOVATION, BLOCKCHAIN IN LOGISTICS: PERSPECTIVES ON THE UPCOMING IMPACT OF BLOCKCHAIN TECHNOLOGY AND USE CASES FOR THE LOGISTICS INDUSTRY 12–20 (2018); Blockchain Revolutionizing World, supra note 216.
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Another example is the OpenLaw project, which builds contracts that enclose smart contracts, allowing immediate execution on the Ethereum Blockchain. OpenLaw created a series of legal templates using markup language—that is, contracts are programmed and then stored on the Blockchain using IPFS—making the contracts immutable and secure, and with the capability of executing in real time. Furthermore, there is no need to store these smart contracts on centralized servers such as Amazon or Google because these decentralized structures increase security and privacy.

Although nascent, Blockchain will have an enormous impact on the professions because many repetitive, routine tasks could be organized as smart contracts on the Blockchain to run automatically when required. License or intellectual property renewals could be coded to execute automatically, thereby distributing payments without human intervention unless there is a change to the contract terms. Music contracts could be placed on the Blockchain with
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221 Introducing OpenLaw, CONSENSYS MEDIA (July 25, 2017), https://medium.consensys.net/introducing-openlaw-7a2ea410138b.
223 Introducing OpenLaw, supra note 221; see also IPFS, supra note 222.
224 Introducing OpenLaw, supra note 221.
immediate payments, thus removing the necessity for performing rights organizations to collect and distribute royalties.\textsuperscript{226}

It is even possible to envisage entire organizations and companies run as a DAO on the Blockchain, making redundant centralized command structures, which typify traditional forms of organization. We could consider a law firm as a distributed entity that rewards work on a peer-to-peer basis without the need for an equity partnership, which could increase efficiency and reduce rent seeking by partners.\textsuperscript{227} This raises the question of whether and why one might need a law firm at all, even in the form of a Blockchain partnership. If a law firm is not a formal partnership, it could be a collaborative venture with a different nexus and remuneration system than those of conventional law partnerships. Law firms have the potential to outsource many of the non-law departments—human resources, information technology, and business development—from the firm. If firms were also on a Blockchain, then their services would be on a pay-as-you-go basis through a further set of smart contracts. Voting on future projects and clients could be based on cryptotoken voting according to proportions of tokens held by the members.\textsuperscript{228}

Moreover, despite regulation, a law firm as a DAO would have no physical limits, allowing membership to expand around the world. There are already plans to place transport projects on the


\textsuperscript{227} See Nick Jarrett-Kerr, Large Law Firms and Ponzi Schemes?, LEXISNEXIS (July 16, 2013), https://blogs.lexisnexis.co.uk/futureoflaw/2013/07/large-law-firms-and-ponzi-schemes/. It is quite reasonable to consider law firms as Ponzi schemes with the equity partners as the original promoters who maintain their positions and payments by recruiting new lawyers who are willing to defer their true immediate rewards in favor of later and greater promised rewards. See id. The continued cyclical nature of the organization ensures continuity as long as the market can sustain monopoly rents protected by regulation. See id. A DAO run on Blockchain would remove the need for partnership.

Blockchain that would supersede companies like Uber or Lyft. A series of smart contracts would organize the company on a peer-to-peer basis and therefore remove the need for the central dispatcher, which can be a system weakness and draw profits away from drivers. With Chasyr, a Blockchain ride share company, drivers invest in Chasyr by purchasing cryptotokens and riders use tokens to pay for rides. The rating system is stored on Blockchain permanently and openly, so that both riders and drivers can see each other’s records before accepting the ride. Before Chasyr, Uber was reported as the “disruptive” technology of the day; however, an undeniable truth is the aphorism “changes aren’t permanent – But change is.” Thus, disruptions will themselves be disrupted, and this is a key role of Blockchain technologies. One of the key potential qualities of
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Blockchain is its ability to democratize the production, use, and reward of data and information, which we are seeing in these conceptions.

Furthermore, the combination of Blockchain and machine learning could lead to substantial and significant changes in the delivery of services, including professional services. Increasing amounts of data are already recorded through the internet of things. Big data collected this way increases the power of machine learning because machine learning is predicated on big data.

Blockchain provides the infrastructure, via smart contracts or Dapps, for that data to be paid for by cryptocurrencies and utilized in a decentralized way as the data moves around the system. Through the addition of the Blockchain of things, automation of activities becomes incentivized since there are reasons to capture value through the utilization of one’s data.

Moreover, the use of smart contracts to run the internet of things should not create problems in terms of contract enforceability because the parties’ intent could be incorporated into the smart contract itself.
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235 Lee Rainie & Janna Anderson, Pew Research Ctr., The Internet of Things Connectivity Binge: What Are the Implications? 2 (2017), http://www.pewinternet.org/2017/06/06/the-internet-of-things-connectivity-binge-what-are-the-implications/ (follow “Complete Report PDF” under “Report Materials”) (noting that “[i]n 1999, 18 years ago, just 4% of the world’s population was online,” whereas “[t]oday, 49% of the world’s population is connected online and an estimated 8.4 billion connected things are in use worldwide”). The “internet of things” is when everyday objects are attached to the internet in order to transmit and receive data. Jacob Morgan, A Simple Explanation of ‘The Internet of Things,’ Forbes (May 13, 2014, 12:05 AM), https://www.forbes.com/sites/jacobmorgan/2014/05/13/simple-explanation-internet-things-that-anyone-can-understand/#26b590301d09. For example, a networked refrigerator could order replacement food and inform the manufacturer when it needs servicing or repair. See id. Similarly, software and firmware updates could be sent over the internet. See id.

236 The Royal Soc’y, supra note 136, at 5.


238 De Filippi & Wright, supra note 237. The Law Commission of England and Wales is starting a project on smart contracts in English law. See Smart Contracts, L. COMMISSION, https://www.lawcom.gov.uk/project/smart-contracts (last
CONCLUSION: PROSPECTS FOR THE FUTURE

We maintain that, over the long term, centralized forms of organization and coordination will undergo substantial change. In place, decentralized and distributed forms of organization will arise that will function around smart contracts with occasional human input. This will arise through natural development as technologies become more user friendly and established. While Moore’s law may be coming to an end, quantum computing will push the pace and scale of computing well beyond our current limits. Developments, such as smart cities and societies where every part of the structure is connected, coordinated, and decentralized will increasingly become commonplace. This will, therefore, make it harder for the abuse of technology at the expense of others, and will reduce unfortunate activities that lead to events like the Facebook/Cambridge Analytica furor, where centralized data collection and user manipulation were used to influence election outcomes in a country where fifty million Facebook users reside.

However, in light of these technological changes and advancements, ultimately, we must be asking, “What effect does this have on professional expertise and knowledge?” Adair Turner, in a pro-
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vocative lecture, argued automation will impact jobs and work adversely.\textsuperscript{243} The jobs lost will not be replaced because jobs in manufacturing are so easily automated that the need for human labor will consistently decline.\textsuperscript{244} Some services, too, will not be immune from automation.\textsuperscript{245} Turner calls some of these service industries “intermediate activities” or “zero-sum activities” because, in and of themselves, they do not add to the gross domestic product, but instead, redistribute resources to other parts of the economy.\textsuperscript{246} He includes law in this group.\textsuperscript{247} Although there are counterarguments to this approach—for example, Gilson’s idea of lawyers as transaction cost engineers who in fact do create value\textsuperscript{248}—we, for the moment, subscribe to Turner’s view. Significant parts of law are susceptible to disruption by machine learning and Blockchain, which may produce the contracted kind of professional services firm imagined by Deloitte in its report.\textsuperscript{249} Such disruptions should reduce the inefficiency that Richard Tromans accuses law firms of having.\textsuperscript{250}

Ultimately, what does this leave lawyers with as their main activity? It means that the lawyer as trusted adviser will again emerge as the central type of lawyer. Some are taking this seriously. For example, in its “Strategic Partner Program,” Microsoft “asked 13 law firms to co-create solutions within the context of long-term business relationships” and stated that “participants are Microsoft’s ‘long-term partners’ and that Microsoft intends to ‘invest in the relationship.’”\textsuperscript{251} Lawyers are being prompted by their clients and technological advances to rethink or revisit what the value of being a lawyer is, to themselves and to others. Only this time, the lawyer will not only be imbued with the expertise gained from experience

\textsuperscript{243} See Turner, Manuscript, supra note 6.
\textsuperscript{244} Id. at 13, 34.
\textsuperscript{245} Id. at 10, 13.
\textsuperscript{246} Id. at 10–13.
\textsuperscript{247} Id. at 11–13.
\textsuperscript{249} See Deloitte, supra note 195, at 4–5.
and knowledge—but also augmented with the power of machine learning. Our traditional conception of the lawyer—in a craft based on moral agency—which does not disappear but reappears in a stronger form. These types of initiatives can give rise to a new professionalism, built on a much broader and vibrant base, one that incorporates technology, legal knowledge, and a twenty-first century set of values that has a global outlook and is socially aware.
