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ARTICLES 

The Promise and The Peril: Artificial 

Intelligence 

and Employment Discrimination 

KEITH E. SONDERLING, BRADFORD J. KELLEY & LANCE CASIMIR
* 

Artificial intelligence (“AI”) is undeniably transforming the 

workplace, though many implications remain unknown. Em-

ployers increasingly rely on algorithms to determine who 

gets interviewed, hired, promoted, developed, disciplined, or 

fired. If appropriately designed and applied, AI promises to 

help workers find their most rewarding jobs, match compa-

nies with their most valuable and productive employees, and 

advance diversity, inclusion, and accessibility in the work-

place. Notwithstanding its positive impacts, however, AI 

poses new perils for employment discrimination, especially 

when designed or used improperly. 

This Article examines the interaction between AI and federal 

employment antidiscrimination law. This Article explores 

the legal landscape including responses taken at the federal 

level, as well as state, local, and global legislation. Next, this 

                                                                                                             
 *  The Honorable Keith E. Sonderling is a Commissioner on the U.S. Equal 

Employment Opportunity Commission (“EEOC”). Before joining the EEOC, he 

served as the Acting Administrator and Deputy Administrator in the U.S. Depart-

ment of Labor’s Wage and Hour Division (“WHD”). Bradford J. Kelley is Chief 

Counsel to Commissioner Sonderling. He previously served as a senior policy 

advisor in WHD. Lance Casimir is an Attorney Advisor to Commissioner Sonder-

ling. The views and opinions set forth herein are the personal views or opinions 

of the authors and do not necessarily reflect views or opinions of the EEOC or 

any Commissioner. 
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Article examines a few legislative proposals designed to fur-

ther regulate AI as well as several non-legislative proposals. 

In the absence of a comprehensive federal framework, this 

Article outlines and advances a deregulatory approach to 

using AI in the context of employment antidiscrimination 

that will maintain and spur further innovation. Against the 

backdrop of the deregulatory approach, this Article con-

cludes by discussing best practices to guide employers in us-

ing AI for employment decisions. 

 

INTRODUCTION .................................................................................3 

I. OVERVIEW OF AI AND ITS BENEFITS ...........................................13 

A. AI Defined and its Uses......................................................13 

B. The Role of Vendors ...........................................................15 

C. The Benefits of AI ...............................................................16 

D. The Impact of the COVID-19 Pandemic on AI ..................20 

II. THE LEGAL PERILS OF AI WITH EMPLOYMENT DECISIONS .........21 

A. The Perils in a Nutshell......................................................22 

B. Disparate Treatment and Disparate Impact ......................23 

C. Talent Acquisition Risks .....................................................24 

1. JOB ADVERTISING ...........................................................25 

2. EVALUATING CANDIDATE RISKS ....................................28 

D. Interviewing Stage Risks ....................................................29 

E. Background Check Risks....................................................31 

F. Job Offer Risks ...................................................................32 

G. Employee Performance, Promotion, and Pay Risks ..........33 

H. Reasonable Accommodation Risks ....................................34 

III. LEGISLATIVE AND REGULATORY RESPONSES TO AI .................37 

A. Federal Action ...................................................................38 

B. State Laws ..........................................................................44 

C. Local Laws .........................................................................47 

D. International Laws .............................................................49 

E. Industry Self-Regulation ....................................................50 

IV. PROPOSED SOLUTIONS ..............................................................53 

A. U.S. Legislative Proposals .................................................54 

B. Model Risk Management and AI ........................................57 

C. Collection Efforts ...............................................................60 

D. European Union’s Artificial Intelligence Act ....................61 



2022] THE PROMISE AND THE PERIL 3 

 

V. A DEREGULATORY APPROACH TO AI ........................................63 

A. Use Existing Legal Framework .........................................64 

B. EEOC Commissioner Charges and Directed 

Investigations .....................................................................66 

C. Federal Agencies Should Promote Voluntary 

Compliance Programs .......................................................69 

D. Federal Agencies Should Provide More Guidance ...........70 

VI. BEST PRACTICES .......................................................................73 

A. Determine Whether AI is Being Used for Employment 

Purposes .............................................................................74 

B. Companies Should Know their Data..................................75 

C. Transparency and Explainability .......................................77 

D. Monitor and Audit AI Uses and Processes ........................79 

E. Role of Human Oversight and Intervention When 

Necessary ...........................................................................81 

F. Understand Vendor Liability .............................................84 

G. Awareness of AI Legislation ..............................................85 

CONCLUSION ...................................................................................86 

 

INTRODUCTION 

Companies have become increasingly reliant on artificial intel-

ligence (“AI”) in the workplace at virtually all stages of the employ-

ment lifecycle, including recruitment, hiring, training, discipline, 

evaluations, compensation, and even terminations.1 The use of AI in 

the workplace is rapidly expanding and is being used in a wide va-

riety of tasks in the human resources (“HR”) arena, including scan-

ning and filtering resumes, chat bots that answer applicant questions 

and schedule interviews, monitoring and reporting on productivity 

and safety, automated video interviews to assess candidates, and 

even algorithms that analyze employee data to predict an applicant’s 

future success.2 According to recent studies, 83% of large employers 

                                                                                                             
 1 See Pauline T. Kim, Data-Driven Discrimination at Work, 58 WM. & 

MARY L. REV. 857, 860 (2017) (discussing the widespread uses of AI throughout 

the employment lifecycle). 

 2 See id.; see also Alexia Elejalde-Ruiz, The End of the Resume? Hiring is 

in the Midst of a Technological Revolution with Algorithms, Chatbots, CHI. TRIB. 



4 UNIVERSITY OF MIAMI LAW REVIEW [Vol. 77:1 

 

surveyed in some form rely on AI in employment decision-making, 

and 86% of employers that use AI claim that AI is becoming a main-

stream technology at their company.3 AI, which operates through 

learning algorithms and models, holds great promise for improved 

employment decisions.  

The potential uses and benefits of AI in the workplace are legion. 

Advocates argue that AI speeds up the hiring process and eliminates 

human bias and subjectivity.4 If AI is well designed and properly 

deployed, it can help workers find their most rewarding jobs and 

match companies with their most valuable and productive employ-

ees.5 Proponents further argue that AI systems can be more efficient 

and thorough than human recruiters. Moreover, AI can enrich com-

panies’ values and culture by eliminating unlawful discrimination 

and thereby advancing diversity, equality of opportunity, accessibil-

ity, and inclusion in the workplace.6 Research has consistently 

shown that AI tools used for employment decision-making often re-

sult in a greater diversity of hires, unbiased promotion decisions, and 

better retention of employees through early detection of job dissat-

isfaction.7 Wearable technologies such as exoskeleton suits and ro-

botic arms have been able to mitigate the effects of disabilities, 

thereby broadening employment opportunities for disabled workers 

                                                                                                             
(July 19, 2018, 6:00 AM), https://www.chicagotribune.com/business/ct-biz-arti-

ficial-intelligence-hiring-20180719-story.html (noting the widespread use of web 

crawlers that analyze a substantial amount of data to identify candidates who are 

not actively job hunting). 

 3 Keith E. Sonderling, Do Robots Care About Your Civil Rights?, CHI. TRIB., 

https://digitaledition.chicagotribune.com/infinity/arti-

cle_share.aspx?guid=285d3467-3dbe-49b1-810e-014aefee1a3e (last visited Sept. 

1, 2022); see also Joe McKendrick, AI Adoption Skyrocketed Over the Last 18 

Months, HARV. BUS. REV. (Sept. 27, 2021), https://hbr.org/2021/09/ai-adoption-

skyrocketed-over-the-last-18-months. 

 4 See Elejalde-Ruiz, supra note 2 (explaining that AI can reduce or eliminate 

bias by masking names and other information). 

 5 Keith E. Sonderling, How People Analytics Can Prevent Algorithmic Bias, 

INT’L ASS’N FOR HUM. RES. INFO. MGMT., https://www.ihrim.org/2021/12/how-

people-analytics-can-prevent-algorithmic-bias-by-commissioner-keith-e-sonder-

ling/ (last visited Sept. 1, 2022). 

 6 See Kimberly A. Houser, Can AI Solve the Diversity Problem in the Tech 

Industry? Mitigating Noise and Bias in Employment Decision-Making, 22 STAN. 

TECH. L. REV. 290, 351 (2019). 

 7 Id. 
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while simultaneously preventing work-related accidents and im-

proving productivity by reducing absences due to disability and ill-

ness.8 Notably, the use of these HR technologies dramatically accel-

erated during the COVID-19 pandemic, and many companies are 

significantly investing in AI.9 

At the same time, using AI in employment decision-making trig-

gers foreseeable risks concerning discrimination throughout the em-

ployment lifecycle. Employment discrimination may occur if a ne-

farious actor intentionally feeds the machine bad data that leads to 

discrimination.10 Critics of AI in employment decisions routinely 

point out that the systems relying on and controlled by human inputs 

are only as good as those who “feed the machine.”11 Employment 

discrimination can also arise if the unlawful biases or predilections 

of the company’s hiring professionals are inherited or learned by the 

AI tool.12 As a consequence, without proper vetting and analysis, AI 

tools can possibly inject subjective bias into what is otherwise sup-

posed to be an unbiased and objective process, and thereby expose 

employers to liability.13 

                                                                                                             
 8 See Ifeoma Ajunwa, Algorithms at Work: Productivity Monitoring Appli-

cations and Wearable Technology as the New Data-Centric Research Agenda for 

Employment and Labor Law, 63 ST. LOUIS U. L.J. 21, 40–41 (2018) [hereinafter 

Algorithms at Work] (explaining that exoskeletons are especially well-suited to 

help those who move with restricted mobility because of paralysis or weakened 

limbs by allowing people to move in a more sustained way or walk despite spinal 

injuries). 

 9 See McKendrick, supra note 3 (noting surveys showing that up to 55% of 

companies accelerated their AI adoption plans because of the COVID-19 pan-

demic and that 67% of companies expect to further accelerate their AI implemen-

tation strategy moving forward). 

 10 See William Magnuson, Artificial Financial Intelligence, 10 HARV. BUS. 

L. REV. 337, 354 (2020) (outlining an example of a firm or a rogue employee who 

constructs a machine learning algorithm that appears unbiased but in fact encoded 

certain biases to refrain from doing business with individuals of certain religions 

or races). 

 11 Id. (noting that software engineers are the ones who have to make the hard 

decisions about what data to use, how to structure the data, and how to interpret 

it). 

 12 See id. 

 13 See Gary D. Friedman & Thomas McCarthy, A.I. in Hiring: Potential Pit-

falls for Employers, WEIL (Oct. 20, 2020), https://www.weil.com/articles/ai-in-

hiring-potential-pitfalls-for-employers. 
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Significantly, the use of AI in employment decisions might run 

afoul of federal employment antidiscrimination laws that prohibit 

discrimination against individuals based on certain protected cate-

gories.14 Notably, the use of AI in employment decision-making im-

plicates Title VII of the Civil Rights Act of 1964 (“Title VII”), a 

federal law that protects employees and applicants against discrim-

ination based on race, color, sex, national origin, and religion.15 AI 

tools, like tests and other selection tools or procedures, may violate 

federal antidiscrimination laws like Title VII if they disproportion-

ately screen out individuals in a protected class and if the employer 

is unable to justify the exclusion as sufficiently job-related and con-

sistent with business necessity.16 For example, an algorithm trained 

to prefer employees within a certain commuting distance might re-

sult in applicants from certain areas being disadvantaged or ex-

cluded.17 If the result has a statistically significant disparate impact 

on certain races or those from a particular national origin, and the 

employer fails to demonstrate its geographic restriction is job-re-

lated and a business necessity, the employer will likely be liable un-

der Title VII.18 Another illustration is a chatbot that screens out ap-

plicants with gaps in their employment history, which may dispar-

ately impact women who took time away from the workplace for 

caregiving responsibilities.19 

Moreover, the use of AI could also implicate the Americans with 

Disabilities Act (“ADA”), which prohibits employers from discrim-

inating in employment against certain persons with mental and 

                                                                                                             
 14 See Stephanie Bornstein, Antidiscriminatory Algorithms, 70 ALA. L. REV. 

519, 523–24 (2018). 

 15 42 U.S.C. § 2000e-2(a). 

 16 See 42 U.S.C. § 2000e-2(k)(1)(A)(i); see also Jenny R. Yang, Adapting 

Our Anti-Discrimination Laws to Protect Workers’ Rights in the Age of Algorith-

mic Employment Assessments and Evolving Workplace Technology, 35 A.B.A. J. 

LAB. & EMP. L. 207, 220–21 (2021). 

 17 See Yang, supra note 16, at 218. 

 18 See id. at 220–21. 

 19 See Caitlin Mullen, AI Use in Hiring Means Women with Employment 

Gaps Get Overlooked, BIZWOMEN (Sept. 23, 2021, 7:00 AM), 

https://www.bizjournals.com/bizwomen/news/latest-news/2021/09/ai-hiring-

women-employment-gaps.html?page=all (citing a Harvard Business School re-

port showing that almost half of companies automatically reject candidates with 

resumes indicating an employment gap, typically of six months or more). 
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physical disabilities.20 As an initial matter, some AI tools that re-

quire applicants to participate in a game-based assessment or take 

personality tests may not be accessible to individuals with a disabil-

ity, especially those with visual, auditory, or other impairments.21 

Similarly, employers may violate the ADA if AI tools exclude or 

result in lower scores or assessment results for individuals with dis-

abilities. For instance, video software that excludes someone with a 

vision disability because they did not make good eye contact may 

violate the ADA.22 On a related note, an AI tool that screens out an 

applicant who states that they cannot stand for thirty minutes, with-

out allowing the applicant the opportunity to request a reasonable 

accommodation also raises legal concerns.23 Further, an algorithm 

might trigger the ADA if it discerns an applicant’s physical disabil-

ity, mental health, or clinical diagnosis that is not otherwise obvious 

or apparent.24 For example, an employer’s review of data indicating 

a tremor could be considered a disability-related inquiry because a 

tremor could reveal certain neurological afflictions such as cerebral 

palsy or a stroke.25 

Perhaps not surprisingly, the use of AI for employment purposes 

has drawn the attention of federal regulators such as the U.S. Equal 

Employment Opportunity Commission (“EEOC”), the federal 

                                                                                                             
 20 See 42 U.S.C. §§ 12101-213. 

 21 See generally Judy Greenwald, Regulators Target Disability Bias Risks in 

AI Tools, BUS. INS. (May 24, 2022), https://www.businessinsurance.com/arti-

cle/20220524/NEWS06/912350088/Regulators-target-disability-bias-risks-in-

AI-tools. 

 22 See id. 

 23 See id. 

 24 See 42 U.S.C. § 12112(d)(2); 29 C.F.R. § 1630.14(a) (2021); Gary D. 

Friedman & Thomas McCarthy, Employment Law Red Flags in the Use of Artifi-

cial Intelligence in Hiring, WEIL EMP. UPDATE 4 (Sept. 2020), 

https://www.weil.com/~/media/mailings/2020/q3/employer-update_september-

2020.pdf (discussing the ADA concerns related to the use of AI in employment 

decision-making). 

 25 See Garry Mathiason et al., The Transformation of the Workplace Through 

Robotics, Artificial Intelligence, and Automation: Employment and Labor Law 

Issues, Solutions, and the Legislative and Regulatory Response, LITTLER REPS. 

16 (Jan. 2016), https://www.littler.com/files/2016_wp_transfor-

mation_of_the_workplace_through_robotics_ai_and_automation_2.pdf. 
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agency responsible for enforcing federal workplace antidiscrimina-

tion laws.26 In October of 2021, the EEOC launched an initiative to 

ensure that the use of AI and other technology-driven tools utilized 

in hiring and other employment decisions complies with federal an-

tidiscrimination laws.27 

The ability of AI to lead to discriminatory outcomes, especially 

in ways that are not apparent or easily discernible, with related 

known and unknown consequences, has led to responses across the 

globe to implement greater oversight to prevent the misuse of AI in 

employment.28 Overall, the United States has adopted a more decen-

tralized approach to regulating AI in employment decisions, but re-

cent developments in state and local laws may portend further regu-

lation of AI on a more localized level.29 For instance, Illinois and 

Maryland have enacted laws that impose requirements regarding 

how employers may use AI, including facial recognition technolo-

gies, during the hiring process.30 Other countries and entities have 

regulated AI with a heavier hand. For instance, the European Un-

ion’s General Data Protection Regulation includes non-discrimina-

tion requirements for algorithmic profiling and a right to obtain an 

explanation of automated decisions that significantly affect users.31 

                                                                                                             
 26 See Paige Smith, Artificial Intelligence Bias Needs EEOC Oversight, Offi-

cial Says, BLOOMBERG L. (Sept. 1, 2021, 12:18 PM), https://news.bloomber-

glaw.com/daily-labor-report/artificial-intelligence-bias-needs-eeoc-oversight-of-

ficial-says. 

 27 EEOC Launches Initiative on Artificial Intelligence and Algorithmic Fair-

ness, U.S. EQUAL EMP. OPPORTUNITY COMM’N (Oct. 28, 2021), 

https://www.eeoc.gov/newsroom/eeoc-launches-initiative-artificial-intelligence-

and-algorithmic-fairness. 

 28 See Scott J. Shackelford & Rachel Dockery, Governing AI, 30 CORNELL 

J.L. & PUB. POL’Y 279, 308–14 (2020). 

 29 See Brandon W. Jackson, Artificial Intelligence and the Fog of Innovation: 

A Deep-Dive on Governance and the Liability of Autonomous Systems, 35 SANTA 

CLARA HIGH TECH. L.J. 35, 42–43 (2019) (explaining that “[f]rom a regulatory 

perspective, the United States has assessed that any broad regulation of AI is in-

appropriate in the current stage of AI and machine learning.”). 

 30 See Danielle Moss et al., Medley Of State AI Laws Pose Employer Compli-

ance Hurdles, LAW360 (Mar. 30, 2022, 3:16 PM), https://www.law360.com/em-

ployment-authority/articles/1477833/medley-of-state-ai-laws-pose-employer-

compliance-hurdles (discussing Illinois and Maryland laws as well as other AI 

proposals). 

 31 See Shackelford & Dockery, supra note 28, at 308–09. 
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Even though the legal and regulatory landscape is still in its in-

fancy, many private initiatives have embraced self-regulation to fos-

ter responsible AI development and deployment and to help prevent 

AI tools from delivering biased results that could perpetuate or even 

worsen unlawful employment discrimination.32 Indeed, it has be-

come a common practice for major companies such as Google and 

Microsoft to develop and publish their own AI principles or guide-

lines.33 Similarly, an increasing number of major corporate entities, 

including Deloitte, Humana, and Walmart, have partnered to study 

and identify best practices on AI technologies.34 Critically, these 

companies have established their own principles governing the de-

velopment and use of AI that purport to commit members of these 

partnerships to actively engage with stakeholders to protect the pri-

vacy, security, and other human rights of individuals.35 

The rapid development and steady implementation of AI has 

also led to a growing number of proposals for increased oversight, 

including measures regulating the use of AI in the employment con-

text.36 For example, in 2022, the California Fair Employment and 

Housing Council proposed sweeping modifications to the state’s 

employment antidiscrimination laws that would significantly ex-

pand potential liability for employers and third-party vendors that 

use, sell, or administer AI tools in connection with employment de-

cision-making.37 Similar measures are being considered on the 

global stage. Most notably, in 2021, the European Commission un-

veiled a far-reaching AI proposal that would cover providers and 

                                                                                                             
 32 Id. (explaining that these private initiatives involve the private sector, aca-

demia, civil society, and partnerships between these various components); see 

also Kristen E. Egger, Artificial Intelligence in the Workplace: Exploring Liability 

Under the Americans with Disabilities Act and Regulatory Solutions, 60 

WASHBURN L.J. 527, 556–57 (2021). 

 33 See Egger, supra note 32, at 556–57. 

 34 See Steve Lohr, Group Backed by Top Companies Moves to Combat A.I. 

Bias in Hiring, N.Y. TIMES (Dec. 8, 2021). 

 35 See id. 

 36 See Danielle Ochs et al., California’s Draft Regulations Spotlight Artificial 

Intelligence Tools’ Potential to Lead to Discrimination Claims, OGLETREE 

DEAKINS (May 13, 2022), https://ogletree.com/insights/californias-draft-regula-

tions-spotlight-artificial-intelligence-tools-potential-to-lead-to-discrimination-

claims/. 

 37 See id. 
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vendors of AI systems, imposing new legal obligations and estab-

lishing a regime to monitor and enforce compliance, with authority 

to adjudicate violations and impose substantial penalties on viola-

tors.38 Meanwhile, some commentators have focused on innovative 

and forward-thinking non-legislative proposals. For instance, some 

have argued that companies should look to the model risk manage-

ment framework that corporations in the financial sector have suc-

cessfully implemented for over a decade.39 Proponents of this frame-

work contend that companies and developers can effectively man-

age the risks associated with AI by using established processes de-

rived from lessons learned in the financial industry and that have 

endured testing and time.40 

Even if the United States were to implement an overarching leg-

islative and regulatory framework, which is unlikely, it should be 

structured to not only allow but also encourage and incentivize in-

novation that will further advance the capabilities of AI and related 

technologies. At the same time, any such framework must confront 

and help eliminate associated risks. Unless and until an AI-focused 

regime is in place, however, AI remains subject to existing laws, 

most of which were enacted decades ago when such programs were 

mere science fiction. For example, the federal antidiscrimination 

statutes that the EEOC administers and enforces apply with equal 

force to decisions made by algorithms as they do to decisions made 

by individuals, and several—such as Title VII—were enacted more 

than half a century ago.41 

Within this framework, federal agencies must do more. First, 

federal agencies should fully utilize the tools they already have at 

their disposal. For instance, the EEOC should consider using Com-

missioner charges and directed investigations to address AI-related 

employment discrimination that would allow EEOC leadership to 

initiate focused bias probes.42 Second, federal agencies such as the 

                                                                                                             
 38 See Heather Sussman et al., The New EU Approach to the Regulation of 

Artificial Intelligence, ORRICK (May 7, 2021) https://www.orrick.com/en/In-

sights/2021/05/The-New-EU-Approach-to-the-Regulation-of-Artificial-

Intelligence (describing the European Commission’s proposal). 

 39 See David M. Skanderson, Managing Discrimination Risk of Machine 

Learning and AI Models, 35 ABA J. LAB. & EMP. L. 339, 345 (2021). 

 40 Id. at 356, 358–59. 

 41 See Sonderling, supra note 5; see also 29 U.S.C. §§ 621–634. 

 42 See Smith, supra note 26. 
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EEOC should encourage and incentivize companies to create volun-

tary compliance programs so that employers can reliably determine 

and ensure they comply with legal and ethical obligations. Third, 

federal agencies, such as the EEOC, should provide frequent and 

consistent guidance to clarify the law and help encourage technol-

ogy vendors and employers to be proactive in preventing discrimi-

natory effects. Equally important, more comprehensive, reasonable, 

and stable guidance has the potential to reduce uncertainty, protect 

workers and applicants, and direct employers—all without stifling 

innovation.43 

The current lack of comprehensive and consistent AI regulation 

makes developing and adopting best practices even more important 

to boost public confidence in AI technologies while supporting the 

widespread use of AI in the workplace. Fortunately, practitioners 

and industry experts have already begun this work, having identified 

ways for employers to better comply with federal antidiscrimination 

law and mitigate AI-related risks.44 For instance, companies must 

understand both the substance and origin of data used to train and 

operate AI used for employment decision-making.45 Furthermore, 

companies should be transparent and clearly explain how they use 

AI, which will foster trust, credibility, and, as a result, a greater ap-

preciation of the merits of AI systems.46 Even when using AI 

properly, the absence of transparency, accountability, and under-

standability will likely undermine the benefits of its use. Moreover, 

employers should monitor and audit AI uses and processes to pro-

                                                                                                             
 43 See Fresh SHRM Research Explores Use of Automation and AI in HR, 

SHRM (Apr. 13, 2022), https://www.shrm.org/about-shrm/press-room/press-re-

leases/pages/fresh-shrm-research-explores-use-of-automation-and-ai-in-hr.aspx 

(discussing study finding that nearly 9 out of 10 employers using AI tools are 

seeking guidance on the use and lawful implementation of AI in various applica-

tions). The consistent application of legal principles is another vital feature for 

guidance.  

 44 See Moss et al., supra note 30. 

 45 See id. 

 46 See id. 
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actively identify intentional misuse or potential discriminatory out-

comes.47 Finally, and some argue more critically, employers must 

discern the point at which humans must be involved in the employ-

ment decision-making process. Other considerations for employers 

to consider as well as understand are vendor liability and continued 

situational awareness of AI legislation and litigation.48 

This Article examines the interaction between the use of AI tech-

nologies in employment decision-making and federal employment 

antidiscrimination law. Part I of this Article explores how employers 

use AI in employment decision-making, including its significant and 

widespread benefits. Next, Part II examines the discrimination-re-

lated pitfalls of AI with respect to applicable federal employment 

antidiscrimination laws and related regulatory and subregulatory 

guidance. Against this backdrop, Part III explores the responses to 

the rise of AI in the workplace, with a particular focus on the steady 

growth of AI laws at the state and local levels and responses on the 

global stage. Part III also examines the increasingly vital role that 

self-regulation must play within the private sector. Part IV discusses 

a number of regulatory proposals that have been considered in recent 

years, including international proposals that are illustrative exam-

ples of how the United States may proceed. Part V outlines and ad-

vocates for a deregulatory approach to using AI in the context of 

equal employment opportunity laws that accounts for technology’s 

benefits, related risks, and potential barriers to innovation. More 

specifically, this Part contends that existing laws are an invaluable 

tool that can be used to combat unlawful discrimination in their cur-

rent form. This Part also argues that voluntary compliance should be 

encouraged and incentivized, and that it is imperative for federal 

agencies to issue more guidance. Finally, as part of the deregulatory 

approach, Part VI then provides best practices that employers should 

consider for mitigating AI-related risks.  

                                                                                                             
 47 See Houser, supra note 6, at 344 (“[A] responsible AI program to reduce 

bias in employment decisions will start with the careful consideration of the de-

sign of the algorithms, the ongoing monitoring and correcting of data, and the 

auditing of outcomes for potential discriminatory results.”). 

 48 Id. 
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I. OVERVIEW OF AI AND ITS BENEFITS 

This Part provides a brief overview of AI, including how it is 

defined and most frequently used at various stages of the employ-

ment lifecycle. Next, this Part briefly discusses the important role 

that AI vendors play. This Part also explores the many benefits of 

AI in the workplace. Finally, this Part examines the widespread im-

pact of the COVID-19 pandemic on employment-related AI. 

A. AI Defined and its Uses 

Although the precise definition of AI is fluid and inexact, AI can 

be best understood as a set of techniques aimed at approximating 

some aspect of human or animal cognition using machines.49 Gen-

erally speaking, AI refers to systems that use data and computational 

techniques either to make decisions or to assist people in making 

them.50 AI tools use large amounts of data to detect patterns, and 

then use those patterns to predict outcomes in new situations.51 

There are many different forms of AI but the two most relevant 

to the use of AI in employment decision-making are machine learn-

ing and natural language processing.52 Machine learning is a subset 

of AI that involves AI systems that show improved performance as 

they are provided with more data and as they predict more out-

comes.53 In other words, these systems become increasingly intelli-

gent over a given period and through more extensive use. Natural 

language processing is the branch of AI concerned with giving com-

puters the ability to understand text and spoken words in much of 

the same way humans can.54 

                                                                                                             
 49 Id. at 294. 

 50 See Pauline T. Kim & Matthew T. Bodie, Artificial Intelligence and the 

Challenges of Workplace Discrimination and Privacy, 35 A.B.A J. LAB. & EMP. 

L. 289, 290 (2021) (explaining that AI “loosely refer[s] to systems that leverage 

data-rich inputs and computational techniques to make predictions that either aid 

or replace human decision-making”). 

 51 Id. 

 52 Paul Bergeron, How to Avoid Discrimination When Using AI, SHRM 

(Sept. 21, 2021), https://www.shrm.org/resourcesandtools/hr-topics/technol-

ogy/pages/how-to-avoid-discrimination-when-using-ai.aspx. 

 53 Id. 

 54 Id. 



14 UNIVERSITY OF MIAMI LAW REVIEW [Vol. 77:1 

 

AI technologies generally exist within several relatively distinct 

stages of the recruitment and hiring process: job descriptions, sourc-

ing, screening, interviewing, and selection.55 During the recruiting 

stage, employers seek candidates to apply for jobs through general 

and targeted advertisements, job postings, and engagement.56 Next, 

in the screening stage, the employer assesses candidates by analyz-

ing their skills, experience, and personality attributes as described 

on resumes and applications.57 Some systems use AI to screen and 

rank candidates while others use online games. Then, during the in-

terviewing stage, employers conduct video interviews of applicants 

and apply AI to analyze and assess them.58 These video tools often 

have the capability of analyzing factors such as facial expression, 

eye contact, and word choice in its machine learning. Finally, in the 

selection stage, AI sometimes makes final hiring and, even, com-

pensation decisions.59 The selection stage also involves the use of 

AI in areas like pre-employment background checks.60 

The use of AI in the employment arena is rapidly expanding past 

traditional HR functions, including scanning and filtering resumes, 

analyzing job candidates’ social media presence, evaluating candi-

dates’ skills to identify top candidates, scheduling interviews, and 

                                                                                                             
 55 See Miranda Bogen & Aaron Rieke, Help Wanted: An Examination of Hir-

ing Algorithms, Equity, and Bias, UPTURN 13, 55 n.89 (Dec. 2018), 

https://www.upturn.org/static/reports/2018/hiring-algorithms/files/Upturn%20--

%20Help%20Wanted%20-%20An%20Exploration%20of%20Hiring%20Algo-

rithms,%20Equity%20and%20Bias.pdf (explaining that these stages “are not uni-

versally defined, but reflect common usage and practice within the talent acquisi-

tion industry and common perceptions of the hiring process among job seekers”). 

 56 See id. at 13. For example, ZipRecruiter operates within this sourcing stage 

by filtering jobs based on previous applications and on-site activity by the appli-

cant. See id. at 21. Similarly, LinkedIn returns a list of individuals ranked by their 

“likelihood to be hired” based on an individual’s current job status, pages fol-

lowed, and how likely the individual will respond to a recruiter’s message. See id. 

at 24. 

 57 Id. at 13. 

 58 See id. at 36. 

 59 See id. at 39.  

 60 Id. Pre-employment background checks are commonly used to determine 

if an applicant has a criminal history or is authorized to work. Id. 
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answering candidates’ questions via chatbots.61 Some companies 

have applicants play neuroscience computer games, which are then 

analyzed to predict candidates’ cognitive and personality traits.62 

One technology company, for instance, has used voice and facial 

recognition and analysis software to examine a candidate’s body 

language, tone, and other factors during recorded interviews to de-

termine whether the candidate exhibits preferred traits.63 

In addition, employers are increasingly using AI to manage per-

formance. Employers are using AI systems to track both on-site and 

remote workers by following employee log-in times, overall com-

puter usage, and online activities to evaluate their employees’ per-

formance and efficiency.64 AI tools can also monitor whether em-

ployees are paying attention to their computer screens using 

webcams and eye-tracking software while surveilling websites and 

applications that employees use.65 Employees who do not meet 

specified performance metrics may also be subject to formal disci-

pline, including termination, based on the recommendation of AI al-

gorithms.66 

B. The Role of Vendors 

In most situations, employers engage third-party vendors that of-

fer AI-powered algorithms to perform HR tasks.67 In brief, vendors 

                                                                                                             
 61 Elizabeth McLean, How to Use AI Responsibly in Hiring, RECRUITING 

DAILY (Mar. 17, 2022), https://recruitingdaily.com/how-to-use-ai-responsibly-in-

hiring/. 

 62 Friedman & McCarthy, supra note 24. 

 63 Id. 

 64 See Michelle Capezza, Artificial Intelligence in the Workplace and The Fu-

ture of Employer-Provided Employee Benefits, NYU REV. OF EMP. BENEFITS AND 

EXEC. COMP. (Sept. 30, 2021), https://www.mintz.com/sites/default/files/me-

dia/documents/2021-10-01/Artificial%20Intelligence%20in%20the%20Work-

place%20and%20The%20Future%20of%20Employer-Provided%20Em-

ployee%20Benefits.pdf. 

 65 Id. 

 66 Joseph C. O’Keefe et al., Artificial Intelligence: Employment Law Risks 

and Considerations, in GLOBAL LEGAL INSIGHTS AI, MACHINE LEARNING & BIG 

DATA 35, 36 (Matt Berkowitz & Emma Maconick eds., 3rd ed., 2021). 

 67 Adam S. Forman & Nathaniel M. Glasser, Hiring by Algorithm: Legal Is-

sues Presented by the Use of Artificial Intelligence in Sourcing and Selection, 

EPSTEIN BECKER & GREEN: WORKFORCE BULLETIN (Mar. 17, 2021), 
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are the entities that develop AI systems and place them in the market 

or that develop the system and put it to use for themselves.68 Under 

the current legal framework in the United States, employers—not 

vendors—are generally liable for employment discrimination.69 Ex-

perts have explained that the law protects AI developers from liabil-

ity so long as the vendor can demonstrate that it was “designed for 

a particular purpose and was reasonably accurate and effective in 

accomplishing that purpose.”70 One practitioner has explained that, 

regardless of the AI tool, because the employer makes the hiring 

decision, the employer cannot credibly argue that its software com-

pany is responsible for the employer’s actions.71 Delegating em-

ployment decisions to AI will no more insulate an employer from a 

discriminatory or otherwise unlawful employment decision than as-

signing the task to supervisors or other management employees.72 In 

both cases, the employer is liable. 

C. The Benefits of AI 

Despite its Orwellian overtones, the benefits of using AI in the 

workplace are vast. AI tools help recruiters and HR departments 

quickly sift through significant numbers of applications and more 

efficiently identify qualified candidates at the start of the hiring pro-

cess.73 After all, manually screening resumes from a large applicant 

                                                                                                             
https://www.workforcebulletin.com/2021/03/17/hiring-by-algorithm-legal-is-

sues-presented-by-the-use-of-artificial-intelligence-in-sourcing-and-selection/. 

 68 See id. 

 69 See Yavar Bathaee, Artificial Intelligence Opinion Liability, 35 BERKELEY 

TECH. L.J. 113, 148–49 (2020) [hereinafter AI Opinion Liability] (explaining that 

AI that discriminates based on gender because of biases in the data used to train 

it will likely not result in liability for the company that created the AI, mainly 

because there is no evidence of scienter or even negligence). 

 70 See id.; see also Yavar Bathaee, The Artificial Intelligence Black Box and 

the Failure of Intent and Causation, 31 HARV. J.L. & TECH. 889, 919 (2018). 

 71 See Anne Cullen, 5 Tips For Curbing Bias Risk When Using AI For Hiring, 

LAW360 (Jan. 20, 2021, 7:51 PM), https://www.law360.com/employment-author-

ity/articles/1346883/5-tips-for-curbing-bias-risk-when-using-ai-for-hiring. 

 72 Id. 

 73 See Skanderson, supra note 39, at 345. 
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pool is a very time-consuming process.74 For example, in 2021, Am-

azon hosted a recruiting event and one million people applied for 

job openings.75 AI can help HR professionals identify the strongest 

candidates for a job.76 Research confirms that AI tools in the area of 

employment decision-making result in a greater diversity of hires, 

fairer promotion decisions, and better retention of employees 

through early detection of unhappiness.77 

Research has shown that AI can remove bias in employment de-

cisions, and therefore help ensure more equality in recruitment and 

hiring.78 Some companies that have used AI in recruitment have 

confirmed greater success in increasing the diversity of their candi-

dates.79 AI can also analyze the success of job advertisements and 

help provide a better first impression of a company.80 Through data 

analysis, employers can learn how to better draft language for job 

advertisements that is more likely to attract a diverse applicant 

pool.81 

                                                                                                             
 74 See Kelly Trindel et al., Fairness in Algorithmic Employment Selection: 

How to Comply with Title VII, 35 A.B.A. J. LAB. & EMP. L. 241, 241 (2021). 

 75 See Aimee Picchi, Amazon Says 1 Million Workers Applied for Jobs this 

Week, CBS NEWS (Sept. 17, 2021, 2:20 PM), 

https://www.cbsnews.com/news/amazon-job-applications-1-million/. 

 76 Trindel et al., supra note 74, at 241–43 (stating that AI can help employers 

hire the best and brightest candidates to increase their organization’s productivity 

and competitive advantage while also complying with antidiscrimination laws). 

 77 Houser, supra note 6, at 351. 

 78 See Kimberly A. Houser, Artificial Intelligence and the Struggle Between 

Good and Evil, 60 WASHBURN L.J. 475, 486 (2021). 

 79 Id. The author explains that AI has been shown to successfully increase the 

demographic diversity of candidate pools by displaying biographical information 

only after the candidates have passed a skills test. See id. at 487. In addition, sev-

eral recruiting platforms are able to anonymize candidates by removing all indi-

cation of gender or race from applications. Id. AI can assist with creating uniform 

hiring and promotion criteria, reducing the “likelihood of bias creeping into the 

selection process.” Id. 

 80 Alex Tebbs, How AI Can Benefit the Employee Experience, HRZONE 

(Sept. 10, 2019), https://www.hrzone.com/lead/future/how-ai-can-benefit-the-

employee-experience. 

 81 See Kim, supra note 1, at 872 (noting an example of a job posting using 

military analogies like “mission critical” that might reduce the number of women 

who apply). 
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From a business efficiency and employee experience perspec-

tive, AI can be especially beneficial during the onboarding process. 

Onboarding is a critical period for new employees because it is dur-

ing this time that they form their initial opinions about the com-

pany’s culture and their colleagues—opinions that frequently are ce-

mented in a short period of time and thereafter are difficult to 

change.82 Even more important, during the onboarding period, the 

employees will assess and reach conclusions regarding their future 

with the company.83 AI can help automate manual tasks by oversee-

ing the completion of paperwork, identifying relevant resources, and 

answering basic questions that are common for new employees.84 

Furthermore, AI can generate insights into applicants and em-

ployees that human beings have greater difficulty recognizing.85 Re-

garding the ongoing training of employees, AI can shed light on 

when, where, and how groups of, or even individual, employees 

learn and develop the most, allowing employers to tailor trainings, 

programs, and other offerings to best achieve their objectives.86 Af-

ter employees complete a training program, AI can identify areas of 

success and target aspects in need of improvement.87 AI can also 

help employers ensure that they are not overlooking employees who 

should be rewarded with greater roles and responsibilities, thus help-

ing employees’ career growth and development.88 In addition to in-

dividual feedback, AI can perform these evaluations on a depart-

ment or company-wide level.89 

                                                                                                             
 82 See Tebbs, supra note 80. 

 83 Id. 

 84 Id. 

 85 See Kim & Bodie, supra note 50, at 290. 

 86 Tebbs, supra note 80 (“Using machine learning, AI can give you insights 

on when, where, and how your employees learn and develop the most.”). 

 87 Id. 

 88 See Lin Grensing-Pophal, The Role of AI in Retaining Top Talent, SHRM 

(July 4, 2022), https://www.shrm.org/resourcesandtools/hr-topics/technol-

ogy/pages/the-role-of-ai-in-retaining-top-talent.aspx (explaining how employees 

are usually more loyal to their companies when they are given opportunities for 

career growth). 

 89 Tebbs, supra note 80. 
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Moreover, AI has a promising role to play in the retention of 

employees and other workers. Data analysis can help employers rec-

ognize which employees are more likely to leave the company and 

when.90 Relevant factors may include the amount of time an em-

ployee interacts with colleagues, meeting attendance, and the waiver 

of benefits coverage.91 By analyzing this data, employers can focus 

more on employee engagement and make strides in improving re-

tention.92 In a similar vein, AI technologies that allocate work effec-

tively and efficiently have been shown to minimize the potential of 

employee burnout.93 

In addition, workplace technologies and tools could provide re-

markable opportunities for individuals with disabilities. Title I of the 

ADA prohibits covered employers from discriminating in employ-

ment against qualified persons with physical and mental disabili-

ties.94 Robotic arms, exoskeleton suits, and other wearable technol-

ogies have been shown to supplement mobility and muscle function 

and potentially mitigate certain disabilities.95 These technologies ex-

pand employment opportunities for disabled workers by broadening 

the universe of positions for which disabled individuals are quali-

fied.96 Equally impressive, these AI technologies simultaneously re-

duce the number of work-related ailments and absences due to ill-

ness and disability, thus also improving productivity.97 

                                                                                                             
 90 Kim & Bodie, supra note 50, at 292. 

 91 Id. 

 92 Id. 

 93 See Grensing-Pophal, supra note 88 (noting that AI software can identify 

burnout among key employees before it reaches a breaking point). 

 94 42 U.S.C. § 12112(a). Title I of the ADA is enforced by the EEOC and 

prohibits employers with fifteen or more employees from discriminating against 

a qualified individual with a disability. Id. An individual with a disability is de-

fined as someone who has a physical or mental impairment that substantially lim-

its a major life activity, has a record of such an impairment, or is regarded as 

having such an impairment. 42 U.S.C. § 12102(1). 

 95 See Algorithms at Work, supra note 8, at 40–41 (explaining that exoskele-

tons are especially well-suited to help those who have restricted mobility because 

of paralysis or weakened limbs by allowing people to move in a more sustained 

way or walk despite spinal injuries). 

 96 Mathiason et al., supra note 25, at 12. 

 97 See Algorithms at Work, supra note 8, at 40–41. 
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AI tools could also highly benefit disabled workers by allowing 

greater reasonable accommodation opportunities. The ADA re-

quires covered employers to make reasonable accommodations to 

the needs of qualified disabled applicants and employees, as long as 

the accommodation does not result in undue hardship to the em-

ployer’s operations.98 For example, advanced sensory technology 

could increase meaningful opportunities for deaf and blind appli-

cants.99 Some new technologies such as Honda’s Asimo, can assist 

an individual confined to a bed or a wheelchair perform critical man-

ual operations such as turning on a light switch and opening 

doors.100 

D. The Impact of the COVID-19 Pandemic on AI 

AI’s benefits have become even more apparent during the 

COVID-19 pandemic and have demonstrated that companies can 

transform their workplaces by introducing AI faster than previously 

anticipated.101 The COVID-19 pandemic impacted not only how 

people work but also how companies hire.102 To a great degree, 

COVID-19 accelerated the nationwide movement toward work-

from-home arrangements, which, in turn, hastened the adoption of 

AI tools in the hiring process.103 For example, in 2018, 60% of com-

panies used video interviews; this percentage sharply increased in 

2020 as a result of global shutdowns and closures induced by the 

COVID-19 pandemic.104 Not surprisingly, a 2020 survey found that 

86% of respondents used virtual interview technology to enhance 

remote hiring.105 

                                                                                                             
 98 See 42 U.S.C. § 12112(b)(5)(A). 

 99 Mathiason et al., supra note 25, at 9. 

 100 Id. 

 101 See Capezza, supra note 64, at 7-2. 

 102 Keith E. Sonderling, Is Artificial Intelligence Ready for the Great Rehir-

ing?, WORLD ECON. F. (July 29, 2021), https://www.wefo-

rum.org/agenda/2021/07/is-ai-ready-for-the-great-rehiring/. 

 103 See id. 

 104 Ifeoma Ajunwa, Automated Video Interviewing as the New Phrenology, 36 

BERKELEY TECH. L.J. 101, 108 (2022) [hereinafter Automated Video Interview-

ing]. 

 105 Gartner HR Survey Shows 86% of Organizations Are Conducting Virtual 

Interviews to Hire Candidates During Coronavirus Pandemic, GARTNER (Apr. 
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COVID-19 also caused a significant number of employers to use 

workplace AI tools to help with recruiting, hiring, and remote work-

ing so they could continue maintaining social distancing.106 Further-

more, the pandemic has significantly increased the prevalence of AI 

used for video interviews, online candidate assessments, and deci-

sion-making.107 One commentator noted that AI-based solutions 

helped employers manage furloughs and layoffs during the pan-

demic.108 AI has also been instrumental in alleviating the skills 

shortages in the workforce, especially for industries hit hard by gov-

ernment responses to the COVID-19 pandemic.109 Ultimately, AI-

enabled employment decision programs, especially pertaining to 

hiring, have the potential to be a valuable part of the global recovery 

from COVID. 

II. THE LEGAL PERILS OF AI WITH EMPLOYMENT DECISIONS 

Despite the widespread benefits of AI in the workplace, employ-

ers necessarily take on certain risks when they apply these technol-

ogies. This Part provides a brief overview of some of the most sig-

nificant legal risks associated with applying AI in employment de-

cision-making. Fully exploring every legal risk and applicable law 

                                                                                                             
30, 2020), https://www.gartner.com/en/newsroom/press-release/2020-04-30-

gartner-hr-survey-shows-86--of-organizations-are-cond. 

 106 Adam S. Forman et al., Insight: Covid-19 May Push More Companies to 

Use AI as Hiring Tool, BLOOMBERG L. (May 1, 2020, 4:00 AM), 

https://news.bloomberglaw.com/daily-labor-report/insight-covid-19-may-push-

more-companies-to-use-ai-as-hiring-tool. 

 107 Id. 

 108 Tom Starner, How AI is Transforming Talent Acquisition During COVID, 

HUM. RES. EXEC. (Aug. 4, 2020), https://hrexecutive.com/how-ai-is-transform-

ing-talent-acquisition-during-covid/. 

 109 See McKendrick, supra note 3. See also Cortnie Abercrombie, Automation. 

Big Brother. Drones. Terminator. Why do Businesses Want AI so Much? What 

are they using it for? The Answer Might Surprise you., MEDIUM (Feb. 17, 2019), 

https://medium.datadriveninvestor.com/big-brother-drones-terminator-what-are-

businesses-using-ai-for-the-answer-might-surprise-you-a87b21fa5685 (arguing 

that the talent shortage in the hiring pipeline and the simultaneous mass retire-

ments of experienced employees have been the key reasons more businesses are 

adopting AI). 
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or regulation is beyond the scope of this Article, but a general dis-

cussion and some key examples are both illustrative and illuminat-

ing. 

A. The Perils in a Nutshell 

The principal risk of incorporating AI in employment decision-

making is the potential for discriminatory outcomes.110 One scholar 

pointed out that “[a]ddressing algorithmic bias can present a 

‘whack-a-mole’ problem, where the new algorithm—re-engineered 

to have less negative impact on members of one protected group—

now has an increased adverse impact on another protected group.”111 

Critics of AI in recruiting point out that the systems are only as good 

as those who “feed the machine.”112 Put another way, the reliability 

and lawfulness of the AI’s output is only as good as the inputs, de-

signs, and users. For instance, some critics contend that if an AI tool 

evaluates the resumes of previously selected candidates, the tool 

could simply learn and repeat a company’s past discriminatory bi-

ases and preferences.113 

Another criticism that legal commentators frequently raise when 

discussing algorithmic selection tools is the “black box” problem, 

which results from the difficulty, or impossibility, of explaining why 

AI tools produced a particular outcome.114 This problem stems from 

the concern that if AI outcomes cannot be explained, there might be 

unknown biases underlying the outcomes.115 

                                                                                                             
 110 Houser, supra note 6, at 333. 

 111 Kelly Cahill Timmons, Pre-Employment Personality Tests, Algorithmic 

Bias, and the Americans with Disabilities Act, 125 PENN ST. L. REV. 389, 445 

(2021). 

 112 See Magnuson, supra note 10, at 354. 

 113 Friedman & McCarthy, supra note 24. 

 114 See Matthew U. Scherer et al., Applying Old Rules to New Tools: Employ-

ment Discrimination Law in the Age of Algorithms, 71 S.C. L. REV. 449, 492 

(2019). 

 115 See Houser, supra note 6, at 340. 
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B. Disparate Treatment and Disparate Impact 

Federal law recognizes two theories to allege employment dis-

crimination— disparate treatment and disparate impact—and AI im-

plicates both.116 When an employer fails to hire, discharges, or oth-

erwise discriminates with respect to an individual’s compensation, 

terms, conditions, or privileges of employment “because of” a pro-

tected characteristic, the employer engages in unlawful disparate 

treatment, or intentional discrimination.117 Disparate treatment can 

also arise with respect to AI when automated systems “learn” from 

biased training data to recognize and discriminate against protected 

characteristics without being explicitly programmed to do so.118 One 

of the greatest legal risks for employers using AI for employment 

decisions is that the AI technologies, by their very design, provide 

decision-makers with notice of protected characteristics that other-

wise would not have been known to the employer.119 This, in turn, 

increases the likelihood that employers will make employment de-

cisions because of, or even simply motivated by, those protected 

characteristics—or, at a minimum, opens the door to credible alle-

gations of discrimination.120 

Even if an employer’s use of an algorithm is not intentionally 

discriminatory, the employer may be liable.121 Under the disparate 

impact theory of discrimination, plaintiffs may prove discrimination 

without proving intent to discriminate if an employment policy or 

practice disproportionately affects a protected group.122 In disparate 

                                                                                                             
 116 See Thomas B. Nachbar, Algorithmic Fairness, Algorithmic Discrimina-

tion, 48 FLA. ST. U. L. REV. 509, 530 (2021). 

 117 42 U.S.C. § 2000e-2(a). 

 118 Matt Scherer & Ridhi Shetty, NY City Council Rams Through Once-Prom-

ising but Deeply Flawed Bill on AI Hiring Tools, CTR. FOR DEMOCRACY & TECH. 

(Nov. 12, 2021), https://cdt.org/insights/ny-city-council-rams-through-once-

promising-but-deeply-flawed-bill-on-ai-hiring-tools/. 

 119 See Lauren Daming, Employers Must Heed Range of Legal Issues Posed 

by AI, LAW360 (May 31, 2022, 2:26 PM), https://www.law360.com/employment-

authority/articles/1497920/employers-must-heed-range-of-legal-issues-posed-

by-ai. 

 120 See id. 

 121 See 42 U.S.C. § 2000e-2(k)(1)(A)(i); see also Nachbar, supra note 116, at 

514. 

 122 See 42 U.S.C. § 2000e-2(k) (setting out the burden of proof in disparate 

impact cases under Title VII). 
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impact cases, once a plaintiff demonstrates that a policy or practice 

has a disproportionately harmful effect on a protected class, the em-

ployer must show both that the policy or practice is “job related for 

the position in question and consistent with business necessity.”123 

Employers have long “faced considerable uncertainty in navigating 

the legality of employment selection procedures in the context of the 

disparate impact provisions of Title VII.”124 

The risk of disparate impact claims is magnified when using AI 

tools. In analyzing a large quantity of data, an algorithm might iden-

tify a statistical correlation between a specific characteristic of a job 

applicant and future job success that nevertheless lacks a causal re-

lationship.125 Furthermore, employees and applicants also may have 

an easier path alleging class-wide discrimination claims if the em-

ployer uses the same AI tool or algorithm to assess an entire pool of 

candidates. Put differently, if an algorithm is applied across a 

group—or several groups—of applicants, the algorithm may easily 

provide the common questions of law or fact necessary to certify a 

class under Rule 23 of the Federal Rules of Civil Procedure.126 

C. Talent Acquisition Risks 

A host of legal issues often arise during the sourcing and talent 

acquisition stage, the period when employers actively seek or solicit 

candidates. Employers frequently use AI in job descriptions, adver-

tising, matching, and individual outreach during this period.127 

                                                                                                             
 123 42 U.S.C. § 2000e-2(k)(1)(A). Disparate impact is also available under the 

ADA, 42 U.S.C. § 12112(b)(6), and Age Discrimination in Employment Act of 

1967 (“ADEA”), 29 U.S.C. § 624(a)(1)–(2). The plaintiff’s claims are usually 

supported by statistical comparison, which the defendant employer can challenge.  

 124 Trindel et al., supra note 74, at 285. 

 125 Kim, supra note 1, at 874–75 (discussing how statistical correlations may 

be “entirely coincidental”). As a result, the employer may be unable to demon-

strate that a practice with a disparate impact on a protected class of individuals is 

sufficiently “job related or consistent with business necessity” as is required to 

defend a claim under Title VII. 42 U.S.C. § 2000e-2(k)(1)(A). 

 126 See FED. R. CIV. P. 23(a)(2); Wal-Mart Stores, Inc. v. Dukes, 564 U.S. 338, 

352 (2011). 

 127 See Bogen & Rieke, supra note 55, at 13. 
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1. JOB ADVERTISING 

Sourcing often triggers Title VII concerns. Many third-party 

companies enable employers to target specific audiences with ad-

vertising, using both criteria the advertiser has established and the 

platform’s algorithms to determine who sees specific advertise-

ments.128 However, Title VII specifically prohibits limiting, segre-

gating, or classifying employees according to any protected charac-

teristic when the action would deprive them of employment oppor-

tunities or otherwise adversely affect their employment.129 Moreo-

ver, Title VII prohibits employers from categorizing job applicants 

using discriminatory criteria, including in job advertisements.130 It 

precludes employers from publishing job advertisements that indi-

cate a “preference, limitation, specification, or discrimination” 

based on a protected characteristic.131 

ADA concerns are also implicated when AI sourcing is used in 

the hiring process.132 The ADA specifically bans preemployment as-

sessments, including qualification standards and employment tests, 

that tend to screen out an individual with a disability or class of in-

dividuals with disabilities unless the test is shown to be job-related 

and consistent with business necessity.133 The ADA prohibits em-

ployers from inquiring into an applicant’s disability during pre-em-

ployment procedures. Accordingly, AI used during the hiring pro-

cess will likely violate the ADA if an algorithm unnecessarily dis-

cerns an applicant’s physical disability, mental disability, or clinical 

diagnosis; all of which are forbidden inquiries in pre-employment 

                                                                                                             
 128 See id. at 17–18. 

 129 42 U.S.C. § 2000e-2(a)(2). 

 130 See 42 U.S.C. § 2000e-3(b). 

 131 Id. However, Title VII does state that employer notices or advertisements 
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 132 See Friedman & McCarthy, supra note 24, at 4. See generally 42 U.S.C. 
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 133 42 U.S.C. § 12112(b)(6). 
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candidate assessments.134 Importantly, the ADA was amended in 

2008 and the statutory definition of “disability” was significantly 

expanded; this amendment increased the coverage of individuals the 

ADA protects.135 Similarly, the EEOC has issued guidance qualify-

ing the expanded list of personality disorders identified in the psy-

chiatric literature as protected mental impairments.136 Conse-

quently, the ADA may therefore protect applicants who have signif-

icant concentration or communication challenges, both of which AI 

technology may identify as a disqualifying characteristic for em-

ployment. 

Vendors of personality tests admittedly recognize the potential 

for algorithmic bias.137 They claim to address this potential for bias 

based on Title VII’s protected traits by auditing and correcting their 

own algorithms.138 Unfortunately, these assurances do not apply to 

disabilities under the ADA.139 Some commentators have warned 

that personality tests used during the hiring process could be seen as 

a covert method for violating the ADA.140 One scholar noted that 

“[d]etermining [a] company’s preferred personality traits based on 

those possessed by its top performers—given the research correlat-

ing personality traits with certain mental impairments—may perpet-

uate the exclusion of applicants with mental disabilities.”141 For ex-

ample, in a class action lawsuit, a college student with a near-perfect 

SAT score and who had been diagnosed with bipolar disorder, was 

repeatedly rejected from minimum wage jobs at supermarkets and 

retail stores.142 These stores all used a personality test that had been 

modeled on the “Five Factor Model” test used to diagnose mental 
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 135 See id.; 42 U.S.C. § 12102(4)(A). 

 136 Friedman & McCarthy, supra note 24, at 4. 

 137 See Timmons, supra note 111, at 444. 
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 141 Timmons, supra note 111, at 443. 
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illness.143 The student’s experience shows how AI-powered screen-

ing tools can, intentionally or not, exclude even well-qualified can-

didates along discriminatory lines. 

The use of AI during the hiring process at the talent acquisition 

stage also implicates age discrimination concerns.144 The Age Dis-

crimination in Employment Act (“ADEA”) is the federal law that 

prohibits employers and employment agencies from age discrimina-

tion in job advertising, recruiting, hiring, and other employment op-

portunities.145 The ADEA also expressly prohibits employment ad-

vertisements that discriminate or indicate a preference or limitation 

based on age.146 However, age discrimination claims are increas-

ingly common in recent years.147 For instance, an employer was 

found to have violated the ADEA by advertising on Facebook for a 

position within its company and “limiting the audience for their ad-

vertisement to younger applicants.”148 Similarly, the Attorney Gen-

eral of Illinois launched an investigation revealing that several 

online automated hiring platforms had design features that discour-

aged older applicants, violating the ADEA.149 

Unintentional discrimination could also seep into AI systems in 

less direct ways. An algorithm trained to prefer employees within a 

certain commuting distance might result in applicants from poorer 

areas being disadvantaged.150 In 2019, Facebook reached a settle-
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 144 See Friedman & McCarthy, supra note 24, at 3. See generally 29 U.S.C. 
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 145 See 29 U.S.C. §§ 621–634. 

 146 See 29 U.S.C. § 623(e). 
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ment in a case where five civil rights groups alleged that its algo-

rithms discriminated against women and older job seekers.151 As 

part of the settlement, Facebook agreed to no longer allow advertis-

ers to target job seekers based on gender, age, or zip code, and that 

it would no longer give advertisers detailed targeting options based 

on protected classes.152 

2. EVALUATING CANDIDATE RISKS 

In evaluating candidates, an AI tool can create bias when the 

data it uses reflects gender or race disparities. For example, an Am-

azon hiring initiative allegedly used a tool that rated the resumes of 

applicants for tech jobs on a scale skewed to favor men.153 This was 

because the criteria for the ratings were based on the resumes sub-

mitted by applicants in the previous ten years, and most of those 

applicants were male.154 The tool gave lower ratings to resumes con-

taining the word “women’s” or that listed degrees from women’s 

colleges. After discovering this flaw, Amazon discarded the algo-

rithm and stated that it “was never used by Amazon recruiters to 

evaluate candidates.”155 

The use of gamified assessments when screening applications 

also raises unique antidiscrimination issues. Some companies use 

video games to measure an applicant’s attention span and ability to 

remember numbers.156 Such tools may violate federal antidiscrimi-

                                                                                                             
 151 See Tracy Jan & Elizabeth Dwoskin, Facebook Agrees to Overhaul Tar-
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port/X9OTPGVO000000?bna_news_filter=daily-labor-report.  
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nation laws. For instance, using a gamified assessment to screen ap-

plications may disadvantage older applicants because, as a group, 

older applicants do not perform as well on the games as younger 

applicants do, thereby raising ADEA concerns.157 Similarly, a gam-

ified assessment that requires an applicant to identify the emotions 

of someone in an image could be more difficult for a person on the 

autism spectrum, thus triggering ADA concerns.158 

D. Interviewing Stage Risks 

Other problems arise when employers rely on AI tools such as 

facial and voice recognition and analysis to evaluate candidates. 

Certain tools allow employers to assess video interviews of appli-

cants by comparing answers to those given by high-performing em-

ployees.159 These tools analyze factors such as facial expression, eye 

contact, speech patterns, and word choice in its machine learning 

processes.160 But assessments of some facial recognition methods 

reveal that they often analyze emotions differently in ways that are, 

for example, based on race.161 Civil rights groups have argued that 

these systems might unfairly score candidates based on differences 

correlated to their race or sex.162 
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Differences in speech patterns and vocabulary that correlate with 

race or ethnicity can complicate automated voice analysis.163 Auto-

mated video interviews involve the video capture of word choices, 

speech patterns, and facial expressions of job applicants, which AI 

tools evaluate to predict an applicant’s fit for jobs and compatibility 

with the culture of the organization.164 However, speech recognition 

software may be vulnerable to significant differences in perfor-

mance between certain groups of people if the algorithms have not 

been tailored to adjust for differences relating to those specific 

groups.165 For example, technology that operates by voice com-

mands could present challenges for individuals who do not speak 

English as their first language or for those that speak with a speech 

impediment or have a hearing impairment, thus triggering national 

origin and disability discrimination concerns.166 Automated video 

interviews may also be deemed a form of assessment; thus, they 

might implicate the ADA if they are found to screen out applicants 

on the basis of their disability.167 For instance, people who are blind 

could score lower and be screened out if they fail to make eye con-

tact with the camera. 

The use of AI involving cameras, video and audio recording de-

vices, and other sensors, raises the risk that the employer or the AI 

tools will collect information in a way that could violate the ADA’s 

specific limitations on the use of medical examinations.168 The ADA 

prohibits any medical examination or inquiry to determine an appli-

cant’s medical condition or disability unless it is job-related and 

consistent with business necessity.169 The EEOC has interpreted this 

prohibition to encompass inquiries that, while not ostensibly medi-

cal examinations, are nevertheless reasonably likely to elicit infor-

mation about a disability.170 As a result, certain video interview al-

gorithms, especially those that measure certain personality traits, 
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may run afoul of the ADA.171 For example, an employer’s review of 

data indicating fidgeting, muscle spasms, or involuntary movements 

could be considered a disability-related inquiry because these could 

indicate certain neurodegenerative diseases such as Parkinson’s dis-

ease or Lou Gehrig’s disease.172 Importantly, there is no consent ex-

ception to the ADA’s general prohibition on disability-related in-

quiries, and the ADA also prohibits employers from making em-

ployment decisions based on disabilities unrelated to the essential 

functions of an individual’s job.173 As a consequence, even review-

ing seemingly innocuous information that might not be considered 

a disability-related inquiry for purposes of the ADA, such as data 

indicating low muscle strength, could increase risk to the em-

ployer.174 If the employer discharged the employee after reviewing 

the report, even if the information failed to play a role, the employee 

may have grounds to credibly allege that the employer terminated 

the employee because of a disability or perceived disability, even if 

the employer, in fact, terminated the employee for a lawful legiti-

mate reason.175 

E. Background Check Risks 

The use of facial recognition technology in background checks 

raises the risk of disparate impact discrimination.176 Specifically, the 

technology has been criticized for providing a disproportionately 

higher percentage of false indications of a criminal background for 

                                                                                                             
U.S. EQUAL EMP. OPPORTUNITY COMM’N (July 27, 2000), 
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African Americans compared to other racial and ethnic groups.177 

As one commentator explained, “[i]f the algorithm tends to provide 

false positives, and if there are more photos of African Americans 

in the databases, the target’s likelihood of being falsely matched to 

someone with a ‘criminal’ background will skyrocket.”178 Conse-

quently, this commentator has urged the EEOC to issue guidance 

alerting employers that using facial recognition technology in back-

ground checks may subject employers to lawsuits under Title VII.179 

Some employers also conduct social media background checks 

to determine whether applicants’ social media presence cautions 

against extending a job offer.180 According to some scholars, 

“emerging AI applications that can engage in wide, perpetual 

sweeps of social media will change the frequency and penetration of 

employer social media eavesdropping.”181 Unless they are per-

formed carefully, social media background checks are fraught with 

issues for several reasons. Notably, such checks could collect infor-

mation regarding an applicant’s race, sex, sexual identity, disability, 

pregnancy, or health, which employers cannot lawfully consider 

during the hiring process.182 

F. Job Offer Risks 

Finally, as the last step of the hiring process, employers may ex-

tend offers to applicants via AI-powered technologies.183 There are 

software programs that predict the probability that certain types of 

candidates will accept given job offers and programs that help em-

ployers increase their chances of attracting desirable candidates.184 

These software programs allow the employer to adjust salary, bonus, 

stock options, and other benefits to see in real time the prediction of 

the resulting changes.185 Despite the benefits associated with such 
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programs, the use of these might magnify pay gaps for women and 

racial minorities because the data often includes proxies for a 

worker’s socioeconomic and racial status that might be reflected in 

salary requirement predictions.186 Moreover, they might also under-

mine ever-growing state and local laws that bar employers from con-

sidering candidates’ salary histories.187 

G. Employee Performance, Promotion, and Pay Risks 

Using algorithms to assist with performance management, pro-

motions, and compensation also raises serious legal concerns. After 

an employer uses AI to hire an employee, it may use AI to track 

performance, determine pay, and make decisions about promotions 

and terminations.188 There are several notable antidiscrimination 

risks with employee performance tracking. For example, UPS uses 

AI to monitor and report on driver safety and productivity and to 

track drivers’ movements.189 But such productivity tracking may run 

afoul of federal antidiscrimination laws if the failure to achieve 

productivity standards is attributable to a disability.190 Others fear 

that unscrupulous employers will abuse the technology to monitor 

by targeting populations of a certain sex, race, or age disproportion-

ally.191 A former EEOC Chair contends that aggressive productivity 

targets also might operate disproportionately to exclude individuals 

based on protected characteristics such as age, disability, and reli-

gion.192 Further, employee monitoring may conflict with the Genetic 

Information Nondiscrimination Act (“GINA”) if companies made 
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AI-driven employment decisions based on employees’ visits to cer-

tain websites such as a disease support group.193 

The very use of AI in the workplace may expose employers to 

liability under the ADEA if older workers are unfamiliar with the 

AI technologies.194 If workers over forty years old are generally less 

proficient at working with AI tools than younger employees, em-

ployment decisions based on this criterion will likely impact them 

either directly or disproportionately on the basis of their age.195 If 

those 40 or older are adversely impacted by an employer’s use of AI 

tools or systems, then the employer may face disparate impact 

claims under the ADEA.196 Moreover, latent biases and perceptions 

that younger workers are more technologically advanced or adaptive 

could spawn disparate treatment claims.197 As with age discrimina-

tion, hidden biases and stereotypes that women and minorities are 

less technologically or mathematically adept may expose employers 

to disparate treatment claims under Title VII. 

H. Reasonable Accommodation Risks 

There are also thorny legal issues involving reasonable accom-

modations under Title VII and the ADA when it comes to AI in the 

workplace. The ADA in particular poses unique challenges for AI. 

Unlike other antidiscrimination laws that merely prohibit certain 

conduct, the ADA imposes affirmative obligations on employers.198 

The ADA includes a reasonable accommodation provision which 

requires covered employers to make reasonable accommodations to 
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the known physical or mental limitations of an otherwise qualified 

applicant or employee, unless such covered entity can demonstrate 

that the accommodation would impose an undue hardship on the op-

eration of the business.199 

The affirmative obligation is what makes the ADA unique 

among federal antidiscrimination statutes.200 Once an employee re-

quests an accommodation, the employer must engage in an interac-

tive process to identify a reasonable accommodation that allows the 

employee to perform the essential functions of his or her job effec-

tively.201 Generally, these accommodations are granted through an 

interactive process between the employer and employee; for present 

purposes, between two humans.202 This is also true under Title VII, 

which specifies that if an employee has a religious belief or practice 

that conflicts with a job requirement, the employer must accommo-

date the employee unless doing so would be an undue burden for the 
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employer.203 When deciding whether to make a reasonable accom-

modation for an employee’s religious beliefs or practices, employers 

are generally allowed to make a limited inquiry into the facts and 

circumstances of the employee’s claim that the belief or practice at 

issue is religious and sincerely held, and that the belief or practice 

gives rise to the need for the accommodation.204 Whether AI tech-

nologies can handle such an inquiry into oft-complicated theological 

matters remains uncertain, but the risk of liability remains. 

Other workplace technologies raise reasonable accommodation 

concerns as well. While the overwhelming effect of wearable en-

hancing devices generally improves employees’ physical capabili-

ties, wearable technology also carries the potential to make apparent 

disabilities that previously did not affect employees’ abilities to 

work and were, therefore, unknown to coworkers.205 Therefore, 

when incorporating wearable technologies, employers must be 

aware of the possibility that certain workers may be limited in their 

abilities to use the new technology. For example, workers may be 

sensitive to the materials in the wearable devices or may have preex-

isting disabilities that interfere with the fit and movement of the 

technology or that the technology would exacerbate.206 These limi-

tations themselves may qualify as disabilities under the ADA, po-

tentially requiring a separate reasonable accommodation.207 
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These illustrations present only a high-level survey of the key 

issues implicated by the most common uses of AI in the workplace. 

Ultimately, the legal issues associated with the use of AI in employ-

ment decisions will continue to evolve as the technologies become 

more sophisticated and widespread. This legal landscape will con-

tinue to evolve as the legal challenges are brought in federal and 

state courts, administrative agencies, and legislatures. 

III. LEGISLATIVE AND REGULATORY RESPONSES TO AI 

As with all potentially discriminatory employment decisions 

that affect individuals’ livelihood, the use of AI in the workplace has 

elicited a variety of government responses. Governments at all lev-

els, from local legislators to international regulators, are experienc-

ing the challenge of broadly governing AI technologies.208 Legisla-

tion is particularly challenging because AI develops rapidly and can 

be instantly scaled across industries.209 Overall, efforts to develop a 

harmonized regulatory framework for AI are still in the early stages 

on the federal, state, and international levels. This Part first explores 

the responses to AI at the federal level, including executive orders 

and guidance issued by federal agencies. Next, this Part reviews leg-

islative and regulatory responses to AI at the state and local levels. 

It is important to note that many states and localities have analogous 

antidiscrimination laws that may provide greater protections to em-

ployees and applicants than federal law. Still, this Article will focus 

on specific AI-related legislative responses. Then, the Part shifts to 

examine AI responses on the international level before finally dis-

cussing industry self-regulation. 
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A. Federal Action 

Generally, the United States has taken a less-centralized ap-

proach to AI regulation that aims to account for the possible obsta-

cles to innovation.210 In 2019, President Trump issued an executive 

order calling for the creation of a coordinated federal strategy, 

known as the American AI Initiative, to be developed through the 

National Science and Technology Council.211 Although the execu-

tive order was aspirational to a significant degree, it signaled that 

the United States government was interested in prioritizing AI de-

velopment.212 Among the American AI Initiative’s guiding princi-

ples are the need to train current and future generations of American 

workers in the skills needed to develop and apply AI technologies 

lawfully and effectively; the need to foster public trust and confi-

dence in AI technologies; and the obligation to develop and apply 

AI in a manner consistent with civil liberties, privacy, and widely-

held American values.213 

In November 2020, the Office of Management and Budget is-

sued a memorandum which guides federal agencies regarding the 

development of regulatory and non-regulatory approaches to using 

AI in the private sector.214 This guidance attempts to ensure public 

engagement in the regulatory process to foster a legally compliant 
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deployment of AI based on trust, fairness, equality, transparency, 

safety, reliability, and scientific integrity.215 The guidance empha-

sizes that “[f]ederal agencies must avoid regulatory or non-regula-

tory actions that needlessly hamper AI innovation and growth.”216 

In December of 2020, the Trump Administration issued a second 

executive order that enumerated principles for guiding the use of AI 

in government and established a common policy for implementing 

these principles.217 The Executive Order stated that AI should be 

used to improve government operations in a manner that remains 

consistent with all applicable laws, including those related to pri-

vacy, civil rights, and civil liberties.218 Among the other principles 

to guide the federal government in its use of AI are accuracy, relia-

bility, security, responsibility, traceability, transparency, and ac-

countability.219 The Executive Order also directed all federal agen-

cies to prepare an inventory of AI use cases.220 

In January of 2021, President Trump signed the National De-

fense Authorization Act for 2021 into law, which included the Na-

tional Artificial Intelligence Initiative Act (“NAIIA”) of 2020.221 

The NAIIA established a critical framework for coordinating AI re-

search and policy across the federal government and created a 

roadmap to position the United States as a global leader in develop-

ing and adopting trustworthy AI in the public and private sectors.222 

The NAIIA’s goals include preparing the federal workforce for AI, 

conducting and funding AI research, and identifying and mitigating 
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against AI risks.223 Practitioners have explained that “the NAIIA 

does not set forth merely lofty goals, but rather, legislates concrete 

matters of critical importance for economic and national secu-

rity.”224 To accomplish its goals, the NAIIA established several new 

governance bodies with interlocking missions to help advance the 

law’s objectives.225 

The National Defense Authorization Act for 2021 also directed 

the U.S. Department of Commerce’s National Institute of Standards 

and Technology (“NIST”) to develop “a voluntary risk management 

framework for trustworthy AI systems.”226 In 2022, NIST released 

a draft of its AI Risk Management Framework that addresses risks 

in the design, development, use, and evaluation of AI systems.227 

NIST simultaneously released guidance for trustworthy and respon-

sible development and use of AI, notably including suggested gov-

ernance processes to address bias.228 

In October 2021, the Office of Science and Technology Policy 

(“OSTP”), began a series of listening sessions and related events to 

form the groundwork for an AI “Bill of Rights” allegedly “to guard 

against the powerful technologies we have created.”229 The original 
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premise for the document was the apparent belief by OSTP that 

basic civil rights protections do not exist when it comes to AI. Many 

advocacy groups in the technology space supported this effort and 

lobbied for its release.230 The document’s release was delayed due 

to significant turnover within OSTP and other issues until October 

2022 when, under new leadership, OSTP released a “Blueprint for 

an AI Bill of Rights.”231 Instead of the anticipated “Bill of Rights” 

the “Blueprint” simply reiterated basic principles of privacy, trans-

parency, and protections from discrimination.232 As the “Blueprint” 

was not the actual “Bill of Rights” advocacy groups were promised, 

it has largely been criticized as “toothless” and “insufficient.”233 Re-

gardless, it remains unclear why existing rights are insufficient and 

why citizens deserve narrowly-tailored rights for AI rather than 

broad-based rights that cover all their activities and interactions. In 

addition, some of the goals included in an AI “Blueprint” would 

likely necessitate the government to take aggressive steps to regulate 

AI to ensure adequate enforcement; and, as a consequence, hamper 

innovation and lead to increased regulatory adventurism. 

In more recent years, independent federal agencies have begun 

to assume the challenge of regulating AI in their respective domains. 

For instance, the EEOC has shown increased intermittent interest in 

AI-related employment discrimination. In 2016, the EEOC held a 

public meeting on the equal employment opportunity implications 
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of big data in the workplace.234 However, it did not release a report 

or issue public guidance to share any lessons or outcomes of the 

meeting. In October of 2021, the EEOC launched an initiative to 

ensure that AI and other emerging tools used in hiring and other em-

ployment decisions comply with federal civil rights laws that the 

agency enforces.235 In the announcement, the EEOC noted that AI 

“tools may mask and perpetuate bias or create new discriminatory 

barriers to jobs.”236 

A few months later, the EEOC and U.S. Department of Justice 

each released a technical assistance document about disability dis-

crimination when employers use AI and other software tools to 

make employment decisions.237 It is worth emphasizing the EEOC’s 

guidance is limited to only disability discrimination, was not voted 

on by the full Commission, and did not go through the administra-

tive law process involving notice and comment.238 This is particu-

larly troubling since this means that the guidance does not reflect 

stakeholder input. Practitioners explained that “[t]he EEOC’s guid-

ance appears to raise more questions than it answers, in an area of 
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law that is changing rapidly and already poses compliance chal-

lenges for employers.”239 

During the Trump Administration, DOL’s Office of Federal 

Contract Compliance Program’s (“OFCCP”) issued guidance stat-

ing that the use of screening devices like games, challenges, and 

video submissions that use AI algorithms to assess qualifications 

may trigger obligations under the Uniform Guidelines on Employee 

Selection Procedures.240 OFCCP’s guidance explains if an em-

ployer’s use of an AI-based selection procedure results in an adverse 

impact on a particular racial, sex, or ethnic group, the procedure may 

trigger OFCCP scrutiny.241 

Other federal agencies have issued AI guidance related to em-

ployment. Notably, in 2020, the Federal Trade Commission 

(“FTC”) issued guidance outlining recommended best practices, and 

emphasizing AI tools’ transparency, explainability, and fair use.242 

This guidance stresses that AI tools should be transparent, explain-

able, fair, empirically sound, and that employers should hold them-

selves accountable for compliance, ethics, fairness, and nondiscrim-

ination.243 The FTC issued further AI guidance in 2021 warning 
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companies against biased, discriminatory, deceptive, or unfair prac-

tices in AI algorithms.244 FTC’s guidance concluded by stressing: 

“Hold yourself accountable – or be ready for the FTC to do it for 

you.”245 

In November of 2021, the Consumer Financial Protection Bu-

reau (“CFPB”) issued an advisory opinion affirming that consumer 

reporting companies, including employment screening companies, 

are violating the law if they engage in careless name-matching pro-

cedures.246 In this advisory opinion, the CFPB expressed concern 

with the screening practice of assigning a false identity to applicants 

for jobs and housing due to error-ridden background screening re-

ports that the agency believed may disproportionately impact minor-

ity applicants.247 The advisory opinion reaffirms the obligations and 

requirements of consumer reporting companies to use reasonable 

procedures to ensure the maximum possible accuracy. 

B. State Laws 

In recent years, states have increasingly sought to fill the federal 

void by enacting their own AI legislation.248 Several of these statutes 

are crafted in ways that portend further regulation. On one hand, the 

accelerating pace at which states have created their own regimes 
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presents an opportunity to evaluate the benefits and pitfalls of vari-

ous approaches to regulating AI.249 On the other hand, the patch-

work of laws across the nation presents compliance challenges, par-

ticularly for employers operating in multiple states. 

The Illinois Artificial Intelligence Video Interview Act is one of 

the first state laws designed to regulate AI.250 The law requires em-

ployers to provide advance notice to applicants that the employer 

will use video interview technology, and to explain to the applicant 

how the AI works and what general characteristics the technology 

will use to evaluate applicants.251 The notice must inform applicants 

that “artificial intelligence analysis” may be used to evaluate their 

application.252 Moreover, candidates are given some control over 

what happens to the video after their assessment.253 Employers are 

required to destroy the video, including all backup copies, within 30 

days of an applicant’s request.254 

The Illinois law has some major flaws that may generate more 

issues for employers than it resolves. Most critically, the law lacks 

the most basic, elemental component: it fails to define AI, AI anal-

ysis, and several other operative terms that the statute purports to 

regulate.255 This injects facial ambiguity that undercuts the efficacy 

of the statute and other benefits, just like any law that aims to regu-

late a subject it does not define. For example, this ambiguity means 

that common applications of AI may not even be covered.256 Mean-
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while, the notice requirement merely gives a highly generalized de-

scription of the mandatory content for the notice.257 Perhaps even 

more important, the AI Interview Act is silent about penalties, en-

forcement, and a private right of action, which could raise potential 

hurdles to effective enforcement.258 In addition, the law claims to 

protect applicants “based in Illinois,” but it does not specifically 

state whether it purports to regulate out-of-state employers, particu-

larly when they are hiring for a position located outside of Illinois.259 

Finally, the law is silent about whether employers may refuse to 

consider applicants who decline consent.260 

In 2020, Maryland enacted a law prohibiting employers from us-

ing facial recognition technology during pre-employment job inter-

views unless the applicant consents by signing a specified waiver.261 

Under the law, to use facial recognition services in interviewing ap-

plicants, an employer must obtain an applicant’s written consent and 

a waiver that states the applicant’s name, the date of the interview, 

that the applicant consents to the use of facial recognition during the 

interview, and that the applicant has read the waiver.262 Practitioners 

have noted many of the same difficulties plaguing the Illinois law. 

For while the law defines terms such as “facial template” and “facial 

recognition services,” the terms provide little guidance and leave 

broad gaps for interpretation that complicate compliance and poten-

tially undermine enforcement.263 
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Several recent state privacy and biometric laws in states includ-

ing California, Illinois, Virginia, and Colorado also implicate AI 

governance issues. Many of these comprehensive state privacy laws 

include additional disclosure, notice, destruction of data, and similar 

requirements.264 

C. Local Laws 

There has also been increased interest in regulating AI at the lo-

cal level. Most notably, in 2021, New York City passed what pur-

ports to be the broadest AI employment law in the United States that 

will severely regulate employers’ use of AI tools for hiring and pro-

motion decisions in New York City.265 Effective in 2023, the law 

applies to employers that use “automated employment decision 

tools” which is broadly defined as “any computational process, de-

rived from machine learning, statistical modeling, data analytics, or 

artificial intelligence,” which scores, classifies, or otherwise makes 

a recommendation that is used to substantially assist or replace the 

decision-making process from that of an individual.266 The law pro-

hibits the use of such tools to screen either an applicant or employee 

for any employment decision, unless the tool or tools have been sub-

ject to a “bias audit” and certified as “unbiased” according to an un-

specified standard.267 A “bias audit” is defined as an impartial eval-

uation by an independent auditor that tests, at minimum, the tool’s 

disparate impact upon individuals based on their race, ethnicity, and 

sex.268 The City’s law also includes three disclosure obligations, in-

cluding a requirement for employers to notify employees or candi-

dates who reside in the city that the tool will be used and of the 
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“characteristics” the tool will analyze to assess.269 Specifically, the 

law requires employers to notify candidates ten business days prior 

to using the AI tool with respect to them.270 Practically, this may not 

be realistic for many employers because they recruit and hire so 

quickly.271 Employers may find this requirement burdensome for 

extending their hiring process, especially when they are competing 

for the best available applicants.272 Also, the law is unclear whether 

non-residents of the city are required to receive notice even when 

applying to a city-based position and the level of detail required in 

disclosing the “summary” of the audit.273 

Despite the law’s pro-employee intentions, a large number of 

civil rights groups, including the National Employment Law Project, 

the New York Civil Liberties Union, and the NAACP Legal Defense 

and Education Fund, condemned the law as vague and ineffective, 

contending that it will actually “rubber-stamp” the very discrimina-

tion it seeks to prevent.274 Other groups likewise contend that the 

ordinance’s key provisions were “introduced and rammed through 

in a rushed process that excluded workers, civil rights groups, and 

other stakeholders from providing any input.”275 On a practical 

level, practitioners criticize the law because it leaves too many un-

answered questions regarding the nature of the required audit, the 

AI tools, or processes that fall under (or outside of) the law’s man-

date, as well as basic coverage.276 Practitioners contend that “[t]he 
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law’s poor construction creates an HR nightmare for employers 

seeking to staff up.”277 Ultimately, the New York City law could 

have been a model for jurisdictions around the country to follow, 

but instead it typifies a missed opportunity and leaves important 

forms of discrimination unaddressed. 

D. International Laws 

In contrast to the United States, many nations have taken a more 

heavy-handed approach regulating AI. As such, it is important 

briefly to review certain international AI efforts related to employ-

ment matters. One prominent example is the European Union’s Gen-

eral Data Protection Regulation (“GDPR”). In addition to broad pri-

vacy protections, the GDPR also protects from algorithmic profiling 

and contains a right to obtain an explanation of any automated deci-

sions that significantly affect users.278 For instance, one provision 

effectively prevents companies from engaging in automated deci-

sion-making without human intervention that affects an individual’s 

legal rights or that significantly affects an individual, such as en-

tirely automated recruiting.279 

Even beyond the GDPR, Europe has moved toward comprehen-

sive legislation limiting AI’s uses across various industries.280 In 

2021, the European Commission published a landmark AI proposed 
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regulation creating the first ever global legal framework focused 

solely on AI.281 The European Commission’s AI regulation will sig-

nificantly impact many entities who use, sell, or develop AI systems 

and introduce a new set of legal obligations as well as a monitoring 

and enforcement regime that includes substantial non-compliance 

penalties.282 

Individual countries have developed polices on AI or have taken 

steps towards the regulation of AI. On the European front, France, 

Germany, Austria, and other nations have made significant efforts 

to encourage the responsible use of AI to prioritize human rights and 

consumer control.283 In the United Kingdom, regulators have cre-

ated a data-protection focused model that may provide clarity in em-

ployment matters involving AI.284 Singapore’s Model Governance 

Framework is illustrative in that it has focused on providing an ac-

countability-based model framework to use AI responsibly.285 In es-

tablishing this framework, the government of Singapore worked 

closely with industry associations to jointly develop industry stand-

ards.286 Singapore’s approach to AI governance has benefitted by 

adapting or amending already existing laws instead of creating new 

legislation.287 

E. Industry Self-Regulation 

Even without national or international regulation, AI’s increas-

ing ubiquity and expanding commercial potential has led some com-

                                                                                                             
 281 See Sussman et al., supra note 38.  

 282 Id. 
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panies to turn to self-regulation. In recent years, it has become com-

mon for technology companies, directly or through trade associa-

tions, to develop and publish their own AI principles and guidelines, 

including companies such as Google, Microsoft, Intel, and IBM.288 

Many companies have also formed partnerships to foster responsi-

ble AI development and deployment. One of the most prominent 

examples is the Partnership on AI, which brings together companies 

such as Amazon and Microsoft with “research institutions, civic so-

cieties, and other non-profits under basic tenets to ‘study and formu-

late best practices on AI technologies.’”289 The Partnership on AI 

has developed a series of tenets for the development of AI that com-

mits its members to ongoing engagement with stakeholders to pro-

tect the privacy, security, and other rights of individuals.290 Several 

leading academic institutions and premier civil rights groups have 

also developed their own best practices and ethical guidelines.291 In 

addition, the World Economic Forum, an international non-govern-

mental organization, published a toolkit that was developed in col-

laboration with over fifty global HR, legal, and ethics experts to pro-

mote the responsible use of AI-based tools for HR purposes.292 This 

and other self-regulatory efforts, especially if they are thorough and 
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successful, will potentially deter more heavy-handed governmental 

obligations.293 

Individual companies are also spearheading efforts to combat AI 

bias in other ways. For instance, IBM has developed an AI Fairness 

360 toolkit.294 This software toolkit checks for and mitigates un-

wanted bias in datasets, machine learning models, and state-of-the-

art algorithms.295 The toolkit is also an open-source project, allow-

ing outside contributors to share their metrics and algorithms.296 

Other prominent self-regulatory associations have emerged in 

recent years. In late 2021, employers across various industries, in-

cluding CVS Health, Deloitte, General Motors, Humana, Master-

card, Nike, and Walmart formed the Data & Trust Alliance.297 The 

group seeks to adopt criteria to mitigate data and algorithmic bias in 

HR and workforce decisions, including recruiting, compensation, 

and employee development.298 To date, the group has developed a 

comprehensive evaluation and scoring system for AI software.299 

Many commentators have argued that self-regulation within the 

private sector is imperative for addressing AI employment-related 

problems since the industry has the expertise that is incomparable to 

any other entity involved in the regulatory process.300 
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Industry self-regulatory approaches are a highly effective mech-

anism to manage risk because of the rapidly changing nature of the 

underlying technology.301 Not surprisingly, in the absence of a fed-

eral standard, a growing number of companies have adopted policies 

and procedures designed to prevent AI tools from delivering biased 

results that could perpetuate or even worsen employment discrimi-

nation.302 

IV. PROPOSED SOLUTIONS 

The rapid growth of AI has led to a growing number of both 

legislative and non-regulatory proposals. At the outset, scholars and 

other commentators have stressed the need to be cautious when con-

sidering laws and regulations related to AI due to the uncertainty 

surrounding the technology.303 Indeed, because AI lacks a consistent 

and established definition or manifestation, legislators and regula-

tors have faced challenges developing a clear AI policy infrastruc-

ture.304  

A growing number of legislative proposals have focused on al-

ternatives to the direct regulation of AI systems by creating central-

ized agencies or commissions for AI technologies.305 Any such body 

would likely be responsible for identifying principles to govern the 

development and application of AI, as well as enforcing any prom-

ulgated standards. On the other hand, different proposals have fo-

cused more on assigning and quantifying liability for actions taken 

or influenced by AI systems.306 On the international front, some or-

ganizations and nations have proposed regulations that aim to cover 
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providers and vendors of AI systems, meaning the entities that de-

velop the system and place it on the market or that develop the sys-

tem and use it for themselves.307 

Meanwhile, a growing number of experts, scholars, and industry 

executives have focused on innovative and forward-thinking non-

legislative proposals. Specifically, some have highlighted the model 

risk management framework implemented in the financial sector.308 

Since the financial sector has applied this framework for over a dec-

ade, companies using AI can pay attention to lessons learned over 

the years to best manage risks associated with AI and other emerg-

ing technologies.309 The crux of such a framework is that companies 

must audit their AI tools to verify objectively that they are operating 

as advertised and free from unlawful bias.310 

This Part explores a few legislative and other proposals ad-

vanced by practitioners and scholars in recent years. Because global 

proposals are illuminating as potential guideposts for United States 

AI policy, this Part will also examine international proposals, such 

as the European Union’s Artificial Intelligence Act. 

A. U.S. Legislative Proposals 

In recent years, Congress has expressed interest in regulating AI. 

In 2022, Democratic members of Congress reintroduced the Algo-

rithmic Accountability Act, which would grant the FTC authority to 

promulgate regulations mandating that large companies assess their 

AI tools for potential unlawful bias.311 Specifically, the bill would 

require all large companies to perform a so-called bias impact as-

sessment of any automated system that makes critical decisions in a 

variety of sectors, including employment, financial services, 

healthcare, housing, and legal services.312 The bill has been strongly 
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criticized for its perceived overreach, lack of definitional clarity, in-

sufficient direction to the agency, and several other shortcomings 

and is unlikely ever to become law.313 

Other legislative proposals advocate for the creation of new 

agencies and certifying entities. One proposal would create a new 

agency with the authority to block certain misuses of technology, 

funded by a four percent AI tax.314 Critics of the overall proposal 

largely focus on this tax because there would be a lack of support in 

the business community.315 Another legislative proposal would cre-

ate a certifying agency with broad powers to ban products it believes 

to be unsafe, and creates a liability system that distinguishes be-

tween certified and uncertified AI programs.316 The proposal’s ar-

chitect contends that a properly structured approval process might 

help ensure that data mining models are not statistically biased and 

that the social costs of using such models do not exceed the bene-

fits.317 A somewhat related proposal has been advanced in which 

external third-party audits specific to automated hiring systems 

would be completed either through a governmental agency or a non-
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governmental certifying agency.318 Under this proposal, the third-

party certification entity would be a multi-disciplinary team of au-

ditors consisting of lawyers, software engineers, or data scientists.319 

There are far more aggressive proposals at the state level. Most 

notably, in 2022, the California Fair Employment and Housing 

Council proposed sweeping modifications to the state’s employment 

antidiscrimination laws that would significantly expand liability ex-

posure for employers and third-party vendors that use, sell, or ad-

minister AI tools in connection with employment decision-mak-

ing.320 The draft regulations seek to make unlawful the use of auto-

mated-decision systems that “screen out or tend to screen out” ap-

plicants or employees (or classes of applicants or employees) on the 

basis of a characteristic protected by state law, unless shown to be 

job-related and consistent with business necessity.321 These require-

ments would apply to employer and third-party decision-making 

throughout the employment lifecycle.322 Importantly, the proposed 

regulations apply not only to employers but also to “employment 

agencies,” which could include vendors and administrators of AI 

tools used for making employment decisions, if they are unlawfully 

discriminatory.323 In other words, vendors that develop and sell AI 

tools would be explicitly and directly liable if their automated-deci-

sion system screens out, or tends to screen out, an applicant or em-

ployee based on a protected characteristic.324 Moreover, California’s 
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proposed regulations would create private causes of action for aid-

ing and abetting when a third-party provides unlawful assistance, 

unlawful solicitation or encouragement, or unlawful advertising 

when that third-party advertises, sells, provides, or uses an auto-

mated-decision system that may result in unlawful discrimina-

tion.325 Finally, the draft regulations would expand recordkeeping 

requirements from two years to four years, which practitioners have 

described as excessively burdensome.326 

B. Model Risk Management and AI 

A growing number of experts have been pushing a model risk 

management (“MRM”) framework for AI based on model govern-

ance derived from lessons learned from the financial services sec-

tor.327 An MRM framework essentially uses internal audits to ensure 

that the application of AI in employment decisions complies with an 

employer’s duty to comply with applicable antidiscrimination 

laws.328 Experts argue that the process of these self-audits is so well 

developed in the financial sector that non-financial industries and 

businesses can look to the financial services approach for guidance 

regarding appropriate regulatory standards and industry practices 

that facilitate the lawful use of AI in employment decisions.329 Fi-

nancial sector MRM regulatory guidance has been developed jointly 

by the various federal financial regulators and international organi-

zations concerned with financial stability.330 In other words, em-

ployers may look to the standards and best practices in the financial 
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sector as a successful framework for developing their own effective 

internal auditing processes. 

Applying MRM concepts to AI employment technology pro-

vides a well-tread framework in an innovative application for man-

aging the unique challenges that employers face when integrating 

AI into their employment processes. As such, non-financial compa-

nies that use predictive models with potential for discrimination risk 

can use the financial sector’s MRM principles and processes to 

guide their own management of model risk, even though they are 

not subject to the same regulatory requirements as financial institu-

tions.331 Experts have emphasized that the processes to do so do not 

need to be as elaborate as those required of financial institutions, but 

the same principles may be applied effectively in the narrower con-

text of controlling discrimination and other legal concerns.332 

Scholars have noted that similar self-auditing is regularly used 

and recommended in other industries, including the manufacturing 

sector, because, if executed correctly, it helps companies comply 

with the relevant legal requirements.333 One noteworthy example is 

the self-audits used by the Occupational Safety and Health Admin-

istration (“OSHA”), whereby such self-audits are used to assess 

workplace hazards, controls, and programs to help ensure that com-

panies and their employees are complying with OSHA regula-

tions.334 OSHA also allows businesses to hire a consultant to per-

form self-audits if OSHA is not able to do an inspection immedi-

ately.335 Another comparable self-audit program was DOL’s former 

Payroll Audit Independent Determination (“PAID”) Program, 

which encouraged employers to self-audit their compensation prac-

tices for compliance with the Fair Labor Standards Act.336 PAID 
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was intended to resolve wage and hour disputes with greater expe-

diency and lower costs for employers.337 To do so, PAID incentiv-

ized employers to self-report overtime and minimum wage viola-

tions of the Fair Labor Standards Act by not only mitigating the 

threat of penalties and extended statute of limitations, but also fore-

closing affected workers from taking any private action based on the 

identified violations.338 In exchange, the DOL would supervise set-

tlements, approve agreements, and ensure full payment of back 

wages.339 

Currently, the federal government has moved toward a risk man-

agement framework. In the National Defense Authorization Act for 

2021, Congress directed the Department of Commerce’s National 

Institute of Standards and Technology to develop “a voluntary risk 

management framework for trustworthy AI systems.”340 Later in 

2021, the National Institute of Standards and Technology issued a 

Request for Information seeking input to inform the development of 

the AI Risk Management Framework.341 Practitioners have ex-

plained that this framework “may greatly influence how companies 

and organizations approach AI-related risks, including avoiding bias 

and promoting accuracy, privacy, and security.”342 

While equipping MRM tools to AI will certainly require 

thoughtful policy considerations such as what to include in a model 

inventory, as well as determining risk tolerance, risk levels, and 

roles and responsibilities, area experts note that existing frameworks 

can serve as a useful starting point in this endeavor.343 Companies 

developing and using machine learning and other predictive models 

can design an effective system for MRM by ensuring that there is an 
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appropriate level of model governance structure that provides mech-

anisms for identifying, evaluating, and eliminating any statistically 

significant discrimination associated with the models.344 

For these reasons, civil rights advocates, regulators, AI develop-

ers, and other stakeholders should look at the financial industry’s 

MRM framework and identify concepts that can and should be ap-

plied more broadly. Employers and developers implementing AI 

will be well-served by learning from the decade-old experience of 

the financial industry and adopting the lessons learned from this ex-

perience. 

C. Collection Efforts 

Some commentators have pushed for increased collection of 

data concerning ratings and employment outcomes among different 

groups of workers as an important step to identify discrepancies 

based on protected characteristics.345 Specifically, this would in-

volve publishing data broken down by specific demographic cate-

gories to determine whether certain people are at a greater risk of 

receiving low ratings from consumers or other negative performance 

feedback in an algorithm because of protected bases.346 But data col-

lection efforts are usually unhelpful and not useful. Collecting data 

just for the sake of collecting data is simply not advantageous. Ulti-

mately, raw data without proper context undermines any proposal to 

increase collection efforts.347 

Practitioners have strongly criticized the efficacy of data collec-

tion in preventing and remedying employment discrimination. Sev-

eral studies commissioned by OFCCP have determined that “the 

predictive ability of the data gathering to identify gender discrimi-

nation was ‘only slightly better than chance,’ resulting [in] both 

false positives and false negatives.”348 Investigating these false pos-
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itives and false negatives will surely waste valuable EEOC and em-

ployer resources that should instead be spent on more targeted and 

meaningful efforts. The EEOC’s own work study group tasked with 

examining the concept of collecting pay data concluded that past 

proposals were “quite burdensome,” “unbelievable,” and “scary.”349 

In addition, the aggregated nature of the data collected renders 

it difficult, if not impossible, in measuring, quantifying, and proving 

discrimination claims.350 Practitioners have stressed the presence of 

numerous factors that may impact employment decisions and for 

which data collection cannot properly address.351 

D. European Union’s Artificial Intelligence Act 

The European Union’s legislative proposal may also impact the 

regulatory direction of the United States. American policymakers at 

both the federal and state levels have shown a particular interest in 

the proposed European Union’s Artificial Intelligence Act (“EU AI 

Act”).352 The proposal’s risk-based approach to the regulation of AI 

seeks to build trust in the technology by protecting fundamental 

rights, ensuring public safety, and fostering innovation.353 To that 

end, the proposal creates a four-level taxonomy of risk in AI: unac-

ceptable, high, limited, and minimal to no risk.354 AI used in em-

ployment, management of workers, and access to self-employment, 

such as resume-sorting software utilized in recruitment procedures, 

are classified as high-risk.355 The high-risk classification subjects 

the AI systems to strict safeguards before they can be used by the 
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public, including robust reporting, disclosure, validation, and accu-

racy requirements.356 Still, some critics of the European Union pro-

posal contend that the requirement of certifying high-risk AI before 

it is placed in the market might only result in high administrative 

costs and may harm a company’s ability to innovate and improve.357 

Other critics go even further and argue that compliance with the law 

will impose onerous barriers for AI innovation in many sectors, de-

ter investors and talent, create a very difficult environment for 

startups to develop innovative AI services, and could push small and 

medium-sized businesses out of the market.358 

But perhaps most notable is that the proposed regulation would 

primarily cover providers and vendors of AI systems—the entities 

that develop the system and place it on the market or that develop 

the system and put it to use for themselves.359 This is distinguishable 

from the current legal framework in the United States, where gener-

ally employers—not vendors—are usually solely liable for employ-

ment discrimination.360 This movement toward increased focus on 

vendor liability is important, especially in light of the European 
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Commission’s Expert Group on Liability and New Technologies’ 

report Liability for Artificial Intelligence, that concluded that “inad-

equacies in a system of liability might ‘compromise the expected 

benefits’ of such a technology.”361 Regardless, if the EU AI Act is 

adopted, it will undoubtedly have a significant impact on companies 

doing business in the European Union that rely on AI in any aspect 

of their business. 

V. A DEREGULATORY APPROACH TO AI 

In the absence of an overarching federal legislative or regulatory 

solution, a deregulatory approach can, and indeed should, be uti-

lized. This deregulatory approach must account for the benefits of 

the technology, the related risks, and possible barriers to innovation. 

Fundamentally, the current law is sufficient to support effective en-

forcement on AI systems when necessary. A recent comprehensive 

study suggests that policymakers can address most of AI’s “legal 

and societal challenges by adapting regulations already in the 

books.”362 This systematic study concluded that “despite AI’s in-

credible capabilities, major changes to policy paradigms are not re-

quired” to address the risks.363 

Even if a legislative proposal were adopted, the EEOC and other 

agencies’ work would not end there. Relatedly, any regulatory pro-

posal would take time to implement, so the existing framework is an 

important consideration. Likewise, the legislative process is often 

described as notoriously tedious and reactionary which makes it dif-

ficult for legislation to keep pace with emerging technologies.364 For 

these reasons, this Part examines the legal mechanisms that can help 

reduce the risks associated with AI, reduce uncertainty, and protect 

employees without inhibiting innovation. 
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A. Use Existing Legal Framework 

Even though some of the laws the EEOC enforces are over half 

a century old, by their terms, they “apply with equal force to deci-

sions made by algorithms as they do to decisions made by individu-

als.”365 The EEOC is readily adapting to the massive growth of AI 

and its intersection with employment discrimination law. For exam-

ple, in 2021, the EEOC’s systemic investigators received training on 

using AI in employment practices.366 

In addition, legal scholars have emphasized that “employment 

antidiscrimination law imposes an affirmative duty of care on em-

ployers to ensure that they are avoiding practices that would con-

strain equal opportunity in employment.”367 This affirmative duty 

could extend to an auditing imperative for certain AI tools such as 

video interviews. Scholars have noted that Title VII, in particular, 

“could be read to directly prohibit classification bias when algo-

rithms operate to systematically disadvantage protected groups.”368 

Fully exploring specific solutions to each phase of AI and each 

type of technology is beyond the scope of this Article, but a few 

examples are illustrative. An algorithm that discerns an applicant’s 

physical or mental disability may violate the ADA’s prohibition 

against medical inquiries or exams in pre-employment assess-

ments.369 Likewise, AI technology that is operated by voice recog-

nition and analysis that screens out an individual with a speech im-

pediment or an individual with a hearing impairment would likely 

violate the ADA.370 AI technology that operates by voice commands 

or voice analysis that screens out individuals who do not speak Eng-

lish as their first language may contravene Title VII’s prohibition 

                                                                                                             
 365 Sonderling, supra note 5. 

 366 EEOC Launches Initiative on Artificial Intelligence and Algorithmic Fair-
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 367 Automated Video Interviewing, supra note 104, at 125 (collecting scholarly 
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 368 Kim, supra note 1, at 916. 

 369 See 42 U.S.C. § 12112(d)(2)(A); Friedman & McCarthy, supra note 24, at 

4. 
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against national origin discrimination.371 Advertisements for posi-

tions within its company that limit the audience for their advertise-

ment to younger applicants would likely run afoul of the ADEA, a 

statute that expressly prohibits job advertisements that indicate an 

age preference.372 Likewise, online automated hiring platforms that 

include design features that discourage older applicants would also 

contravene the ADEA. These are only a few of the examples of the 

potential discriminatory impact of AI applications in employee hir-

ing. 

Courts are well-equipped to deal with the complexities of recon-

ciling new AI technology with long-established legal principles. 

ADA Title III website and mobile app accessibility litigation is in-

structive and demonstrates that courts can account for changes in 

technology in discrimination suits.373 The ADA was passed in 1990, 

well before the modern internet became ubiquitous, and few ever 

considered how it might need to be interpreted to account for the 

explosive growth of digital content.374 But over the past decade, 

courts have increasingly adjudicated lawsuits filed by individuals 

with disabilities claiming that businesses’ websites and mobile apps 

were not accessible to them, and the courts have applied the 

longstanding antidiscrimination law to resolve these modern dis-

putes.375 For instance, one federal district court explained that ex-

cluding certain online retailers and their commercial websites from 

the reach of Title III “would run afoul of the purposes of the ADA 

and would severely frustrate Congress’s intent that individuals with 

disabilities fully enjoy the goods, services, privileges and ad-

vantages, available indiscriminately to other members of the general 

public.”376 In addition, the courts have significant expertise with the 

                                                                                                             
 371 Id. at 127 (noting the Title VII case law suggests that accent discrimination 

is actionable). 

 372 See 29 U.S.C. § 623(e).  
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bedrock principles of contract, tort, product liability, and other areas 

of the law requiring the allocation of responsibility and fault.  

While multiple entities are engaged in the development and im-

plementation of AI products that may cause discriminatory harm, 

the courts are fully capable of allocating liability among several po-

tential defendants.377 As in many other contexts unrelated to techno-

logical advances, the judicial system will serve an important role in 

providing an indirect form of regulation through the development of 

legal standards, a body of case law, and subsequent deterrence. 

However, the chief problem with relying on the existing legal 

framework is that the protection provided by the courts is remedial, 

not preventative. To that end, courts assess liability and damages for 

activity that has already transpired based on prior legal precedent. 

Accordingly, proactive measures, such as more guidance and other 

agency-available resources, must also be considered in order to pre-

vent discrimination from occurring in the first place. 

B. EEOC Commissioner Charges and Directed Investigations 

Going forward, the EEOC should consider using Commissioner 

charges and directed investigations to address AI-related employ-

ment discrimination. Both tools are rarely used by the Commission, 

even though they facilitate and may expedite the initiation of tar-

geted bias probes.378 Congress granted the EEOC authority to inves-

tigate possible discrimination under Title VII, the ADA, and GINA 

using Commissioner charges.379 Congress also authorized the 

EEOC to investigate possible age discrimination under the ADEA 

and possible pay discrimination under the Equal Pay Act through 
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 378 See Commissioner Charges and Directed Investigations, EEOC, 
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“directed investigations.”380 Directed investigations are unique, be-

cause the EEOC can initiate these investigations without an under-

lying charge from an identifiable victim.381 

An EEOC Commissioner charge or directed investigation most 

often arises in one of three ways. The first way is when a field office 

learns about possible discrimination in a workplace in the absence 

of a charge through “direct observation, from local community lead-

ers, advocacy groups, and [state level] partners, or through the shar-

ing of information between the EEOC and [DOJ], Labor, and other 

federal agencies.”382 The second way is when a field office learns 

about “new allegations of discrimination while investigating an ex-

isting charge and is not able to expand the existing charge to address 

the new allegation(s).”383 The third way is when a Commissioner 

learns about discrimination in a workplace and executes a charge, 

which a field office then investigates.384 

Commissioner charges are useful for identifying and remedying 

possible systemic or pattern-or-practice discrimination rather than 

single plaintiff discrimination because they are initiated from a 

broader enforcement perspective than that possessed or can as read-

ily be remedied by the allegations of a single party.385 Furthermore, 

new HR technologies raise special concerns of systemic discrimina-

tion, particularly when these new technologies are implemented at 

all stages of the hiring process. Some AI groups have argued that 

because the EEOC has not acted upon a single complaint involving 

the use of new hiring technologies, a more proactive approach in-

volving the use of Commissioner charges is necessary.386 

                                                                                                             
 380 29 U.S.C. § 626(a) (2018) (stating that the EEOC “shall have the power to 
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Commissioner charges often increase the scope and complexity 

of an investigation for those responding to and defending against 

them while raising the financial stake.387 For the EEOC, Commis-

sioner charges that reach the litigation stage “may involve a major 

expenditure of agency resources, including staffing and staff time, 

and/or expenses associated with extensive discovery or expert wit-

nesses.”388 Practitioners have explained that “given their public in-

terest and class-based nature, [C]ommissioner charges are the very 

kind that the EEOC may be inclined to pursue in litigation if after 

an investigation reasonable cause is found and a settlement ‘accepta-

ble to the commission’ cannot be reached.”389 Not surprisingly, 

some EEOC Commissioners have shown interest in investigating AI 

employment discrimination via Commissioner charges.390 

Notably, filing charges can oftentimes be difficult for job appli-

cants because they usually lack basic information about any discrim-

inatory hiring policy or practice.391 When AI is involved in the hir-

ing process, Commissioner charges could be especially helpful, be-

cause the victims of employment discrimination are oftentimes un-

aware that they have been discriminated against. For instance, tar-

geted online job advertisements are often opaque and the targeting 

is usually not fully explainable.392 Those in the excluded group 

likely will never see the job advertisement at all and therefore will 

be unable to ask why they are not seeing the particular job posting.393 

Although they do not know of the existence of the advertisement, 

they arguably have suffered a tangible harm by being denied infor-

mation about job opportunities.394 An EEOC Commissioner charge 

or directed investigation could potentially uncover and root out 
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these discriminatory actions. The EEOC’s then-Chair, Janet Dhil-

lon, commented that “Commissioner charges and directed investi-

gations are important tools in the Commission’s arsenal to fight em-

ployment discrimination, and it is vital that the public knows how 

we use them.”395 

C. Federal Agencies Should Promote Voluntary Compliance 

Programs 

Federal agencies such as the EEOC should encourage and incen-

tivize companies to create voluntary compliance programs. A vol-

untary compliance program would allow employers to ensure—on 

their own—that they comply with their legal and ethical obligations, 

provided the Commission clearly established methods, levels, and 

results that, in its view, complied with legal requirements. Employ-

ers should be strongly encouraged to audit their algorithms by refin-

ing or discarding biased models to mitigate discriminatory ef-

fects.396 If an algorithm is one aspect of a selection process, federal 

agencies should incentivize employers to ensure their selection pro-

cesses are unbiased, even though it may be unclear which factors in 

the algorithm may cause a disparate impact.397 To achieve this end, 

employers should be given a degree of protection if they act in good 

faith to evaluate their HR processes for potential bias and take steps 

to remove that bias or error.398 One scholar advocating for such an 

approach explains that “[a]nti-discrimination law will not achieve 

its purposes if it gives employers an incentive to bury their heads in 

the sand and avoid finding out the effects of their practices.”399 

At the end of the day, government efforts to help employers vol-

untarily comply with these obligations will help prevent unlawful 

discrimination and is undoubtedly part of the EEOC’s statutory mis-

sion.400 Moreover, Title VII, which created the EEOC, specifically 
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emphasizes pre-suit voluntary compliance.401 After receiving a com-

plaint, Title VII provides that the EEOC “shall endeavor to eliminate 

any such alleged unlawful employment practice by informal meth-

ods of conference, conciliation, and persuasion.”402 In 2020, the 

EEOC introduced two mediation pilot programs dedicated to in-

creasing voluntary resolutions, thereby demonstrating that the 

EEOC’s appetite for voluntary compliance remains high.403 

Moreover, the voluntary compliance remains a critical compo-

nent of federal antidiscrimination law.404 Indeed, the Supreme Court 

has repeatedly emphasized that employer compliance, including by 

non-litigation means, is “the preferred means of achieving the ob-

jectives of Title VII” and “essential to the statutory scheme.”405 The 

Supreme Court has strongly cautioned that unless employers can act 

to avoid practices that have a disparate impact, the voluntary com-

pliance efforts that Title VII calls for would come “to a near stand-

still.”406 

D. Federal Agencies Should Provide More Guidance 

Federal agencies, especially the EEOC, should prioritize issuing 

more AI guidance to the public. Guidance that better clarifies how 

to tailor and test AI platforms and workplace technologies is espe-

cially important for employers and vendors to ensure that they com-

ply with federal antidiscrimination laws and, conversely, understand 

failures and circumstances that are likely to lead to liability. This is 

especially important because the current legal landscape does not 

provide employers with clear answers in the form of regulations or 

guidance.407 Indeed, practitioners regularly claim that government 

agencies have provided little direction regarding ways that they may 

ensure compliance with federal law, compelling employers to guess 
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regarding ways in which courts will apply longstanding principles 

in new or novel settings.408 In most cases, the employer would much 

prefer to tailor technology to align with the law, thus avoiding not 

only the uncertainty and risk of liability, but also the potentially 

greater cost of litigation.409 Government-led enforcement actions or 

litigation against those who are using AI technologies, while the fed-

eral agencies responsible for administering the laws have said noth-

ing, is wrong and short-sighted.410 

One EEOC Commissioner has stressed that the Commission 

needs to make it a “priority to clarify how federal antidiscrimination 

law applies to technologies that are transforming not only the way 

we work but the way we manage workers.”411 He noted that “pre-

venting employment discrimination from occurring in the first place 

is preferable to remedying the consequences of discrimination” and 

“that most employers want to do the right thing” but “they just need 

the tools to comply” which is especially true with the use of AI in 

employment decision-making.412 

The administrative law process, particularly through the submis-

sion of public comments, can surely help improve the guidance by 

providing outside parties the opportunity to provide meaningful 

feedback, including pivotal responses from industry experts. Con-

sistent application of legal principles is an essential feature for ef-

fective guidance. Given the relative infancy of these issues, it is ax-

iomatic that guidance is most effective when employees and em-

ployers may rely on it. Rules and other subregulatory guidance that 

oscillates from one presidential administration or Congress to the 

next is of minimal utility in this context. Ultimately, clear, compre-

hensive, and reasonable guidance that is enforced predictably and 

consistently will help encourage technology vendors and employers 
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to proactively prevent discriminatory effects. Likewise, such guid-

ance will reduce uncertainty and protect workers, employees, appli-

cants, and others without inhibiting innovation. 

One way the EEOC may proceed is by issuing opinion letters 

tailored to questions and issues confronting employees and employ-

ers. In brief, an opinion letter is an official written opinion from an 

agency on how a statute, its implementing regulations, and related 

case law apply to a specific situation presented by the person or en-

tity requesting the opinion.413 For more than seventy years, opinion 

letters have proven to be a valuable resource for courts, employers, 

employees, unions, trade groups, practitioners, advocacy groups, 

and the general public.414 The Department of Labor’s Wage and 

Hour Division (“WHD”) is probably the most well-known agency 

for issuing opinion letters, but other federal agencies also issue opin-

ion letters, including the EEOC and OFCCP.415 Opinion letters 

could be particularly useful in the AI arena. Just as WHD has long 

used opinion letters to clarify the application of depression-era wage 

requirements to modern economic situations, so too the EEOC may 

do the same with federal antidiscrimination law. Indeed, some of 

WHD’s opinion letters have specifically addressed workplace tech-

nology in recent years, including one on a virtual marketplace com-

pany and another regarding an employer’s use of rounding soft-

ware.416 

Employers, vendors, employees, applicants, and others could 

submit opinion letter requests to the EEOC seeking answers to a 

wide variety of critical AI questions. In particular, opinion letters 

could be used to clarify the law relating to each type of AI technol-
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ogy being used in employment decisions, including voice recogni-

tion, facial recognition, and resume screening. For example, an 

opinion letter request could seek clarity regarding undue hardship 

under the ADA if AI is being used in a video interview platform. By 

examining relevant factors such as how the AI is being used, the 

complexity of the AI, and alternative options available, the EEOC 

can provide specific examples of acceptable reasonable accommo-

dations, ranging from modified technology use to interviewing in 

person. 

Because of the expected increase of AI laws at the state level, 

state labor and employment agencies should also consider issuing 

opinion letters to answer critical questions about the use of AI under 

these state laws.417 This resource would be particularly important 

with vague AI state and local laws such as the Illinois Artificial In-

telligence Video Interview Act and New York City’s AI law. In 

summary, opinion letters could provide an avenue for meaningful 

guidance without creating entirely new laws. 

VI. BEST PRACTICES 

With the rapid funding, development, and implementation of AI 

in the workplace, employers can expect the wave of workplace AI 

tools to continue. Now is a critical time for employers to take pro-

active mitigation measures to avoid harmful practices that automate 

discriminatory practices, resulting in front-page news stories.418 To 

protect themselves against government enforcement actions and lit-

igation, employers and their HR professionals must now adopt best 

practices for using AI in hiring and employment decisions. 

Even in the absence of an AI-specific regulatory framework, this 

Part discusses some of the most important best practices to guide 

employers in implementing and maintaining effective AI tools that 

fully comply with federal employment antidiscrimination laws. A 
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substantive discussion of state, local, and international requirements 

is beyond this Part’s scope. Whether employers rely on algorithms, 

human HR professionals, or both, it is imperative that they develop 

and implement policies and corporate oversight designed to identify 

and address more nuanced employment decisions. These best prac-

tices are designed to be a starting point for companies to prevent AI 

bias in practice. Companies that develop and use AI should be for-

ward-thinking as they evaluate and address potential AI risks. 

A. Determine Whether AI is Being Used for Employment 

Purposes 

As a threshold matter, employers should assess whether AI is 

already being used in employment decision-making.419 Although 

this task may seem elemental, for many employers it is deceptively 

complex. Indeed, many employers are unaware that some of their 

basic employment tools constitute, or rely upon, AI technology.420 

Employers may be inclined to focus on whether they use AI during 

the hiring process. However, they should carefully assess whether 

they use AI for additional purposes and decisions throughout the 

employment cycle.421 For example, employers may use an AI tool 

to monitor employees and track performance.422 The data collected 

during this process may contribute to employment decisions con-

cerning promotions, demotions, bonuses, termination, and related 

areas.423 If an AI tool is used in this manner, it would likely be con-

sidered as making an actionable employment decision under the 

law.424 Recognizing whether AI is used for employment purposes is 

important as a threshold issue because of the increasing number of 

laws governing the use of AI. Employers with multi-state operations 

must keep apprised of differences between state and local laws that 
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may define and regulate AI tools as well as employment decisions 

differently.425 

B. Companies Should Know their Data 

Employment-related predictions are only as accurate as the data 

being analyzed.426 Thus, it is imperative that companies be vigilant 

about developing, applying, and modifying the data that is utilized 

to train and run the recruiting programs and algorithms used to 

screen and evaluate potential candidates and applicants.427 This is 

because data that is incomplete, has errors, or has biases will nega-

tively impact the AI tool’s machine learning as well as the correlat-

ing data-driven decision-making outcomes.428 As a result, the data 

should be as complete as possible with no missing or unreliable fac-

tors, fit the questions needing answers, and be voluminous enough 

to provide statistically relevant results.429 Additionally, those using 

AI for employment decision-making should avoid potentially biased 

data from sources such as social media and from data brokers be-

cause it could be potentially error-prone and biased.430 

A useful way to ensure that employers know their data is to ask 

their vendors about the technology being used. One practitioner em-

phasizes that helpful questions could include asking about the types 

of data that are collected; whether any types of data collected are 

irrelevant to the purpose of the software; whether the data is securely 
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stored and how long it is stored.431 Other helpful inquires could in-

clude asking about how the algorithms accomplish their purposes 

and whether they are reliable; whether the algorithms have been au-

dited for potential biases; whether the companies are transparent 

about how their technologies work; and whether the technology has 

been designed with the needs of various users in mind.432 

Understanding the substance and origin of data used to train and 

operate the AI will remain of paramount importance in the years 

ahead. Government agencies and plaintiffs will increasingly attempt 

to argue that AI technology produced discriminatory disparate re-

sults, relying on potentially complicated statistical analysis.433 Gov-

ernment enforcers and attorneys will also seek to discredit the data 

sets used to fuel the algorithms, where they appear incomplete or 

otherwise deficient.434 As a result, employers will need to exercise 

vigilance in determining whether the data genuinely supports the de-

cisions made on the basis of the algorithms.435 Employers cannot 

adopt a “set-it-and-forget-it” approach to HR technologies because 

inaccurate, incomplete, or unrepresentative data tends to amplify, 

rather than minimize, bias in decision-making. Employers will 

likely be called on to explain the connection and path between the 

data and the challenged decision or outcome. If employers do not 

understand their data, they will not be able to defend the decision, 

including when demonstrating job-relatedness and business neces-

sity. 

Another important component of managing AI is ensuring the 

responsible collection, organization, handling, and storage of data. 

Because AI tools may collect information about legally protected 

characteristics, companies must ensure it is stored securely, main-

tained only as long as necessary, and destroyed when appropriate.436 

                                                                                                             
 431 See Daming, supra note 119.  

 432 Id. See also Glen Cathey & Arun Prabhakar, Ethical AI: A New Strategic 

Imperative for Recruiting and Staffing, MIT SLOAN MGMT REV. (Sept. 13, 2021) 

https://sloanreview.mit.edu/sponsors-content/ethical-ai-a-new-strategic-impera-

tive-for-recruiting-and-staffing/.  

 433 See Houser, supra note 6, at 345–46. 

 434 See id. at 349 (noting that “[t]he most important aspect to reducing algo-

rithmic bias is making a significant investment in clean data”). 

 435 See Friedman & McCarthy, supra note 24, at 5. 

 436 See Daming, supra note 119. 



2022] THE PROMISE AND THE PERIL 77 

 

Practitioners advise that access to this information should be limited 

to only those employees with a need to know, and that the infor-

mation should not be shared with third-parties without a valid reason 

or employee consent.437 

C. Transparency and Explainability 

Transparency and explainability are two very important con-

cepts that foster algorithmic reliability, trust, credibility, and a gen-

eral understanding of AI systems.438 Transparency promotes the vis-

ibility of processes, the accessibility of systems, and the reporting of 

meaningful information.439 Explainability fosters trust in the pro-

cess.440 Neither is possible, though, if the user of the AI does not 

first understand the data on which it relies. And a lack of either or 

both can result in algorithmic systems that are difficult to control, 

monitor, correct, and defend.441 This is the commonly cited “black 

box” issue.442 In a similar vein, the absence of transparency, ac-

countability, and understandability threatens to undermine any ben-

efits offered by AI and machine learning technologies. 

Employers should explore efforts to promote transparency and 

explainability surrounding their use of AI in employment decisions 

as the fruits of the technology and the underlying problems posed 

by innovation continue to develop.443 To do so, they should aim to 
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provide meaningful information appropriate to the context. Specifi-

cally, employers should inform applicants about what data is used 

and how it is used in the hiring process.444 

Transparency and explainability also empower those affected by 

an AI system to understand the outcome. They enable those ad-

versely affected by an AI system to challenge its outcome based on 

plain and easy-to-understand information on the factors and the 

logic that served as the basis for the prediction, recommendation, or 

decision. In the same vein, employers should define and assign roles 

to their HR professionals that ensures HR and management under-

stand their responsibilities in relation to the company’s use of AI in 

employment decision-making.445 Actively pursuing transparent and 

explainable applications of AI fosters trust among employers seek-

ing to prudently and lawfully implement this technology as well as 

job applicants and employees who are subject to it.446 

Transparency and explainability require open, detailed, and 

clear communication. Employers should provide applicants and em-

ployees with robust notice that explains, at a minimum, what tech-

nologies are being used, for what purpose, how they work, the spe-

cific information that is collected, to whom it will be disclosed, how 

it will be used, and how long it will be retained.447 Employers should 

also explain how access to any information collected will be con-

trolled and any other safeguards for the information. Notices for AI 

technology involved with employee performance should also in-

clude these details, while also explaining anticipated benefits to the 

employees such as ways it will enhance their performance or make 

their work easier to accomplish. Ultimately, effective notice will al-

low candidates and employees to make informed choices about 

whether to participate in the activity, and whether to seek a reason-

able accommodation or alternative arrangement.448 
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Employers should have ample flexibility with providing notice. 

For example, they could put a standard notice in job advertisements 

or include a notice in their online application platforms. Another op-

tion would be for employers to publish a separate notice or policy 

which may be easier. However, the risk with a separate notice is that 

not all applicants will see it. 

D. Monitor and Audit AI Uses and Processes 

Companies must regularly study AI outcomes and do their best 

to monitor their AI uses and processes to detect any discriminatory 

outcomes over time.449 Where appropriate, employers should adjust 

data and inputs utilized by the recruiting and hiring programs and 

algorithms to avoid or ameliorate improper results.450 In so doing, 

employers may better understand which factors are actually job-re-

lated, which is a linchpin criterion under many employment laws, 

and to institute modifications aimed at minimizing the potential for 

bias.451 Employers using externally developed AI need to take af-

firmative measures to understand the developers’ mechanisms for 

eliminating bias and assess whether their AI has a disparate impact 

on any class protected by federal antidiscrimination laws.452 It is not 

enough to rely wholesale on third-party methodology, nor to point 

to the third-party’s reluctance to disclose its “proprietary systems” 

for ensuring there is no unlawful bias.453 This is especially true 

where the vendor uses the employer’s own historical data to train 

the algorithm. 

Employers should also highly consider a more extensive audit 

of their AI tools on a regular basis to assess the impact that AI, au-

tomated decision-making, and other algorithmic tools have on hu-

man beings. Some experts recommend conducting an audit once a 

                                                                                                             
 449 See Houser, supra note 6, at 344 (“[A] responsible AI program to reduce 

bias in employment decisions will start with the careful consideration of the de-

sign of the algorithms [and] the ongoing monitoring and correcting of data . . . .”). 

 450 See Friedman & McCarthy, supra note 24, at 5–6. 

 451 See id. 

 452 Hoffman & Podgurski, supra note 242, at 46. 

 453 See Friedman & McCarthy, supra note 24, at 6. 



80 UNIVERSITY OF MIAMI LAW REVIEW [Vol. 77:1 

 

year while others emphasize that audits should be continuous.454 Au-

dits may need to be conducted more frequently when the AI tools 

are first deployed and thereafter. While there is no uniform ap-

proach, experts stress that the audits should be both qualitative and 

quantitative.455 Audits are especially critical in ensuring that pro-

grams are not inadvertently “learning” the wrong lessons from the 

information entered into the systems.456 Based on the audits, the em-

ployers can adjust the data input and decision rules to improve out-

comes. Practitioners have noted that self-critical analysis of both the 

inputs and outputs is essential to minimize liability risk under the 

employment laws.457 Examining inputs and outputs through an audit 

can be used to determine when an AI tool systematically discrimi-

nates against particular groups and is also particularly useful in de-

tecting patterns.458 

Addressing the scope of how confidentiality (including the po-

tential application of the attorney-client privilege) might apply to 

these audits falls outside the scope of this Article. Nevertheless, it is 

clear that employers who use AI for employment-related decision-

making will be seen by the courts as having at least a baseline duty 

to demonstrate (i.e., disclose) the measures employed to ensure that 

they understand, monitor, and audit their algorithms to detect poten-

tially unlawful outcomes that disadvantage protected groups. Con-

sequently, companies should strive to maintain a record of actions 

taken to mitigate potential bias and harms from AI systems which 

could later be critical in a lawsuit or response to a regulatory or en-

forcement proceeding.459 Similarly, employers are encouraged to 

consider memorializing the results of audits in writing.460 This cre-

ates documented evidence that the employer is making a good-faith 
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effort to comply with equal employment opportunity laws, under-

stands the impact of AI, and is continually working to improve.461 

E. Role of Human Oversight and Intervention When 

Necessary 

Employers using AI for employment decision-making should re-

member that AI is not a panacea for all employment challenges; per-

sonal human intervention must continue to play fundamental and 

critical roles in employment decisions.462 Employers should charge 

a person (or team of people) with overseeing the processes and re-

sults of AI tools to ensure that they are not only performing their 

legitimate objectives, but also avoiding improper outcomes such as 

eliminating potential candidates who may require accommodation 

to perform essential job functions. When employers randomly man-

ually screen at least some percentage of job applications in addition 

to their AI filter, their selection process will likely be more individ-

ualized, more unbiased, and reduce the risk of unwanted discrimi-

nation and litigation.463 Employers should be encouraged to develop 

some general guidelines about what HR professionals should be do-

ing to make the process more robust and trustworthy. 

The importance of human involvement with AI tools has been 

evidenced by recent litigation. For example, in 2019, Facebook set-

tled a class action lawsuit alleging that the company failed to prevent 

employment, housing, and credit advertising discrimination based 

on protected bases, including race, age, and gender.464 The settle-

ment agreement directed Facebook to establish a system of review-

ing job advertisements that incorporated automated and human re-

view.465 

In addition, burgeoning reports of aggressive productivity tar-

gets underscores the need for employers to find the right division of 

labor between AI and HR personnel; in other words, finding the best 
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path between using AI to improve human decision-making and del-

egating decision-making entirely to algorithms.466 The EEOC has 

accentuated that when managers make employment decisions based 

on subjective judgment, a best practice that enables employers to 

avoid discriminatory decision-making is to provide training to inex-

perienced managers and encourage them to consult with more expe-

rienced managers or HR personnel when addressing complex or dif-

ficult issues.467 

Furthermore, companies should understand that compliance 

with federal antidiscrimination law often requires human interven-

tion, especially when workplace accommodations for disabled and 

religious employees are at issue.468 Simple, as well as sophisticated, 

algorithms may not have the essential sensitivity to respond to em-

ployees who need reasonable accommodations. Employers that use 

AI for performance management, such as tracking productivity, 

should ensure their AI program accounts for accommodations based 

on disability as well as religious observance and practice.469 It is es-

pecially important for employers to inform their employees that the 

ADA and Title VII still require an interactive process to determine 

the reasonable accommodations when an employer uses AI for per-

formance management.470  

The EEOC’s veterans discrimination guidance issued in late 

2020 underscores the important role of human intervention in the 

accommodation context.471 In response to a question about whether 

an employer can ask a veteran with a disability whether a reasonable 

accommodation is needed if none has been requested, the EEOC ex-

plains that if an employer reasonably believes that a veteran with an 
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obvious service-connected disability, such as a veteran who is blind 

or missing a limb, “who is applying for a particular job will need a 

reasonable accommodation to do that job, the employer may ask 

whether an accommodation is needed and, if so, what type.”472 The 

EEOC’s guidance further explains that an employer may ask a vet-

eran with a disability whether the individual needs an accommoda-

tion once they started working when it is apparent that the veteran 

is facing challenges on the job because of the disability.473 Im-

portantly, the EEOC’s guidance stresses that “it may be critical for 

the employer to initiate a conversation with a veteran who is expe-

riencing problems to determine an appropriate accommodation” 

since many veterans may not ask for a reasonable accommodation 

because they do not consider their service-related injuries to be dis-

abilities, and they do not know they have a legal right to ask for an 

accommodation.474 The EEOC’s response emphasizes that by 

“[w]orking together, the employer and veteran should identify what 

the veteran cannot do and then discuss ways to address any identi-

fied performance issue(s).”475 The guidance thus underscores the es-

sential role human intervention continues to play in the accommo-

dation process. 

Human intervention involving reasonable accommodations may 

be especially necessary and useful during the interview process. 

More employers are using AI to conduct interviews by asking appli-

cants to electronically record their answers to questions. The AI pro-

gram subsequently analyzes the recording to identify predictors of 

the applicant’s qualifications and anticipated success in the job.476 

These predictors may include “key words, the speed of speech, [and] 

body language.”477 Since some AI programs are unable to account 

for reasonable accommodations, employers should be prepared to 

conduct in-person interviews for applicants with disabilities such as 
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assisting those with visual or hearing impairments.478 In order to en-

sure this process occurs, the screening algorithms should include 

mechanisms designed to account for applicants who present with 

disabilities and “flag” such applicants for human interviews. Fur-

thermore, practitioners have noted that employers that use com-

puter-based tests to evaluate applicants should consider providing 

alternative test formats to accommodate individuals with disabili-

ties.479 

Disability and religious accommodation requests will continue 

to be a challenging area for employers, especially as the technology 

improves and becomes more affordable.480 Practitioners have 

stressed that employers should be fully prepared to respond and ap-

propriately engage in a cooperative dialogue about any accommo-

dation requests.481 For the foreseeable future, AI is unlikely to offer 

an adequate substitute for this inherently dynamic process, for which 

human intervention continues to be essential. 

F. Understand Vendor Liability 

Many companies enlist the help of outside vendors to support 

their HR functions, such as screening applicants and advertising to 

job seekers.482 As an initial matter, employers should carefully re-

view and negotiate any contracts they have with vendors providing 

these services.483 It is especially important for companies who pur-

chase AI hiring tools to ensure that vendors attest to the fairness and 

integrity of the product while negotiating the proper indemnification 

clauses that anticipate potential government investigation.484 
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Equally important, employers should be mindful that they could be 

held liable if the vendors discriminate against candidates based on 

protected characteristics while using AI tools.485 As a result, practi-

tioners have stressed that employers should include clear language 

in their contracts with vendors that requires vendors to abide by all 

employment laws related to the screening and hiring of job candi-

dates.486 

In addition, employers should also press AI vendors for details 

about how they test for disparate impact discrimination. Helpful 

questions might include: What type of statistical analyses are per-

formed to test for disparate impact? How were these methods cho-

sen? Why are the chosen methods the right fit in this case? What 

were the results of the analyses? Does the vendor re-test for dispar-

ate impact as training data changes or grows? Attention should also 

be given to contractual language in forms supplied by the vendor 

that purport to make general representations in this regard while also 

including an indemnity clause that shifts all employment law risk 

away from the vendor and onto the employer.487 

G. Awareness of AI Legislation 

Employers should be mindful of the risks involved with using 

AI in employment decisions and ensure they comply with the 

emerging patchwork of federal, state, and local laws regulating their 

use. Because of the rapidly evolving legal landscape, employers 

should closely monitor legislative and regulatory developments ad-

dressing the use of AI for employment decisions as well as relevant 

decisions in the state and federal courts.488 Employers that have al-

ready implemented or that may implement AI tools in the workplace 

should consider all applicable laws and recommended best practices 
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to ensure compliance, which one recent survey suggests is not hap-

pening at a fast enough pace.489 In addition to federal laws governing 

employers’ responsibilities with respect to AI tools, employers 

should be aware of additional obligations and potential liability that 

may be imposed by state or local laws governing AI technologies. 

Indeed, state laws are particularly important because additional re-

quirements are often mandated; for instance, a growing number of 

state laws trigger notice, disclosure, and informed consent consider-

ations.490 Employers should be especially mindful of compliance 

with state law because the list of states with laws applicable to em-

ployment decisions and AI is increasing at a rapid rate.491 Employers 

should be aware of these changes domestically, as well as interna-

tionally, since many countries are beginning to develop new laws 

and regulations surrounding the implementation of AI into work-

places. The status quo mandates that employers and their compli-

ance counsel remain especially attentive to current and developing 

legal authority.492 

CONCLUSION 

Ultimately, employers will be required to grapple with a multi-

tude of challenges involving AI in the workplace, especially as AI 

tools become more mainstream. Because of the myriad benefits and 
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unique challenges that arise with AI, novel solutions will need to be 

considered to address them. In the coming years, AI and automation 

in employment decision-making will lead to potentially more regu-

latory and legislative responses to the use of AI in the workplace. It 

is imperative to avoid regulations that are ineffective or unduly hin-

der research and development. In the meantime, courts and regula-

tory agencies will increasingly attempt to apply well-established la-

bor and employment laws to virtual workplaces. At the end of the 

day, employers that stay informed, regularly analyze their data, and 

monitor the use of that data will be well-positioned to avoid litiga-

tion and enforcement actions, while remaining at the forefront of 

innovation. 

The most effective solution is a deregulatory approach that 

properly utilizes the existing employment discrimination framework 

and the resources already available to agencies. Existing legal mech-

anisms that can help reduce the risks associated with AI should be 

prioritized without stifling innovation, even in the face of AI’s dis-

tinct challenges. To this end, self-regulation and self-audits should 

be encouraged and incentivized. The public, including legislators, 

must be aware that regulators lack the requisite knowledge to fully 

understand the problem that needs regulating. 
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